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CEKD: Cross-Modal Edge-Privileged Knowledge
Distillation for Semantic Scene Understanding

Using Only Thermal Images
Zhen Feng , Yanning Guo , and Yuxiang Sun , Member, IEEE

Abstract—Semantic scene understanding using thermal images
has received great attention due to the advantage that thermal
imaging cameras could see in challenging illumination conditions.
However, thermal images are lack of color information and the
edges in thermal images are often blurred, making them not very
suitable to be directly used by existing semantic segmentation
networks that are designed with RGB images. To address this
problem, we propose a cross-modal edge-privileged knowledge
distillation framework, which utilizes a well-trained RGB-Thermal
fusion-based semantic segmentation network with edge-privileged
information as the teacher, to guide the training of a semantic
segmentation network as the student. The student network only
uses thermal images. The experimental results on a public dataset
demonstrate that under the guidance of the teacher, the student
network achieves superior performance over the state of the arts
using only thermal images.

Index Terms—Knowledge distillation, semantic segmentation,
privileged information, autonomous driving, thermal images.

I. INTRODUCTION

A S A fundamental technology in semantic scene under-
standing, semantic image segmentation has been widely

studied in the field of autonomous driving [1]. The pixel-level
classification results of semantic image segmentation serve as
the basis for semantic scene understanding. The segmentation
results can also be used for a variety of downstream tasks, such
as path planning and trajectory prediction, etc.

With the advancement of deep-learning technologies, many
deep-learning-based semantic segmentation networks have been
proposed and have presented acceptable results [2]. These
networks are mainly designed to use three-channel visible
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Red-Green-Blue (RGB) images [3]. However, the performance
of existing RGB networks could be significantly degraded when
the illumination conditions are unsatisfactory, such as nighttime,
glare, on-coming headlights, etc. Using RGB and thermal image
fusion could improve the performance of semantic segmenta-
tion under these challenging illumination conditions. So, many
RGB-Thermal (RGB-T) fusion-based semantic segmentation
networks [4], [5], [6] have been proposed in recent years.

However, multi-modal fusion requires precise sensor calibra-
tion, which could be affected during long-term use. For example,
vehicle vibrations could change the extrinsic calibration parame-
ters between RGB camera and thermal camera [7], hence leading
to performance degradation for RGB-T fusion-based semantic
segmentation [8]. Using only thermal images without sensor
fusion could avoid this issue. In addition, most existing RGB-T
fusion networks [4], [5], [6] use two independent encoders
with similar structures, which increases the computation cost
compared to those using only one modality of data. So, using
only thermal images to achieve comparable performance to that
of RGB-T fusion is a promising direction.

Although thermal imaging cameras could see in challenging
illumination conditions, they still have shortcomings. For ex-
ample, the object edges are often blurred [9] and the images
are lacking of color information. These shortcomings make
them not very suitable to be directly used by existing semantic
segmentation networks that are designed with RGB images.
Although some methods have been proposed to use only ther-
mal images [9], [10], [11], [12], [13], the performance is still
unsatisfactory and most of them ignore the fact that the pixel
values in thermal images encode the temperature of objects.

To address the above issues, this letter proposes a cross-modal
edge-privileged knowledge distillation framework that consists
of an RGB-T fusion-based semantic segmentation network as
the teacher, and a thermal-only semantic segmentation network
as the student. Our motivation is to enable the thermal-only
student network to achieve comparable performance to that of
RGB-T fusion. This is realized by our knowledge distillation
framework, which could transfer the edge detection capability
from the teacher to the student. Note that the teacher is trained
with edge detection ground truth as a kind of privileged infor-
mation. Moreover, we believe that the pixel values in thermal
images could be utilized to segment the background that usually
has a temperature largely different from the foreground objects
(e.g., cars, persons). So, we introduce a thermal enhancement
(TE) module using the pixel values in the student network to
increase the contrast between foreground and background to
improve the segmentation performance. The main contributions
of this letter are summarized as follows:
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1) We propose a novel edge-privileged RGB-T fusion-based
semantic segmentation network as the teacher.

2) We propose a cross-modal knowledge distillation method
to train the thermal-only student network.

3) We propose a novel TE module in the student network to
increase the contrast between foreground and background
to improve the overall segmentation performance.

II. RELATED WORK

A. Semantic Segmentation With RGB-T Fusion

He et al. [14] proposed MFNet in the two-encoders-one-
decoder architecture and released an RGB-T fusion dataset for
semantic segmentation. Sun et al. [15] proposed RTFNet using
ResNet [16] as the encoder backbone. The features extracted
from the thermal encoder are fused into RGB encoder via
element-wise summation. Xu et al. [17] adopted an attention
module in AFNet to fuse the feature maps extracted from RGB
and thermal images. Zhang et al. [6] proposed ABMDRNet
that fuses features of two modalities by reducing the difference
between the two modalities.

B. Semantic Segmentation With Only Thermal Images

The existing works on semantic segmentation using only
thermal images mainly focus on how to overcome the problems
of low resolution and lack of texture in thermal images. Li
et al. [10] proposed EC-CNN that uses edge information to
improve the segmentation accuracy. They employed HED [18]
to generate the edge information. Ren et al. [9] also introduced
edge information into MPSA, which fuses edge features into the
output of the encoder and feeds the fusion results into the decod-
ing module. Xiong et al. [11] proposed MCNet that combines
attention modules and edge information. MCNet computed the
loss of multi-level outputs for training. Munir et al. [12] pro-
posed ARTSeg that combines attention modules and Recurrent
Convolution Neural Network (RCNN). ARTSeg is designed in
an encoder-decoder architecture. Each stage of the encoder and
decoder is designed in the RCNN architecture. Kim et al. [13]
proposed a multi-spectral unsupervised domain adaptation (MS-
UDA) for thermal image semantic segmentation.

C. Edge Detection

Xie et al. [18] proposed HED that detects edges from multi-
level features. They also proposed a class-balanced cross-
entropy loss function to overcome the issue that the number
of pixels of edges is much smaller than that of the background.
Hu et al. [19] proposed a dynamic feature fusion strategy to
detect the edge of objects. Su et al. [20] employed dilation
convolutions and spatial attention modules to design PiDiNet
for edge detection.

D. Knowledge Distillation

Knowledge distillation (KD) is often used to transfer knowl-
edge from a large complex network (i.e., teacher network) to
a small and simple network (i.e., student network) to achieve
model compression [21]. Qin et al. [22] adopted the KD method
to design a lightweight network with the region affinity distil-
lation module for medical image segmentation. Wen et al. [23]
adopted two KD modules to learn boundary information from
a teacher network. KD is also used to learn knowledge across

different modalities, such as transferring knowledge from the
RGB modality to the thermal modalities.

III. THE PROPOSED NETWORK

A. The Overall Architecture

Fig. 1 shows the overall architecture of our proposed cross-
modal edge-privileged knowledge distillation (CEKD) segmen-
tation framework. As we can see, there are two sub-networks
in our framework, namely, a cross-modal edge-privileged seg-
mentation network (CENet) and an edge-privileged knowledge-
distillation segmentation network (EKNet). CENet is a teacher
network. It is an RGB-T fusion-based semantic segmentation
network. EKNet is a student network. It is a thermal-only se-
mantic segmentation network. EKNet learns the edge detection
capability from the teacher network CENet. The encoder and
decoder of EKNet have the same structure as CENet, except
that the decoder of CENet is also fused with the predicted edge
map ê. The ê is predicted via an edge detection (ED) module. We
refer readers to the paper [20] to get more details about the ED
module. Edge label e is generated by an edge labels generation
(ELG) module. The outputs of CENet are the predicted edge
map ê and the segmentation map ŷrt. The output of EKNet is
the segmentation map ŷt using only the thermal images.

B. The Teacher Network

The teacher network, CENet, is a cross-modal edge-privileged
semantic segmentation network designed to fuse RGB images
Ir and thermal images It. CENet consists of a five-stage RGB
encoder, a five-stage thermal encoder, an ED module, and a
five-stage decoder. The encoders and decoder are borrowed
from RTFNet-50 [15]. We replace the last stage of the encoders
with the last stage of BotNet [24]. The output of each stage
of the thermal encoder is fused into the corresponding stage
of the RGB encoder by element-wise addition. We denote the
fusion result of the output of the n-th stage of the encoders
as fn

rt(Ir, It), n ∈ 1, 2, . . . , 5, abbreviated as fn
rt. We introduce

skip connections between the RGB encoder and the decoder.
We denote the output of the n-th stage of the decoder as
gnrt(g

n+1
rt ⊕ fn

rt), n ∈ 1, 2, 3, 4, abbreviated as gnrt, where⊕ rep-
resents an element-wise addition. Note that the output of the 5-th
stage of the decoder is g5rt(f

5
rt).

f5
rt is used to teach EKNet how to extract features. The ê is

predicted from g3rt ⊕ f2
rt via the ED module. The ED module

is borrowed from [20]. The ê is fused into the input of the ED
module by element-wise addition. The fusion result is denoted
as Ert, which encodes the edge information. Ert is fed into
the second stage of the decoder and used to teach EKNet how
to extract features with edge information. g1rt is used to teach
EKNet and generate the segmentation result ŷrt through a Soft-
max layer. The edge labels are generated by the ELG module,
which is borrowed from [19].

C. The Student Network

The student network, EKNet, is designed for semantic seg-
mentation using only thermal images. EKNet also adopts a
five-stage encoder and a five-stage decoder. The encoder and
decoder share the same structure as the thermal encoder and
decoder of CENet. There are also skip connections between
the encoder and the decoder. We denote the output of the n-th
stage of the encoders as fn

t (It), n ∈ 1, 2, . . . , 5, abbreviated
as fn

t . We denote the output of the n-th stage of the decoder
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Fig. 1. The architecture overview of our cross-modal edge-privileged knowledge distillation framework. It consists of an RGB-T fusion network CENet (teacher
network) and a thermal-only network EKNet (student network). The CENet consists of a five-stage RGB encoder, a five-stage thermal encoder, an edge detection
(ED) module, and a five-stage decoder. The encoders and the decoder are borrowed from RTFNet [15]. We replace the last stage of both encoders with the last
stage of BotNet [24]. The ED module is borrowed from [20]. Edge labels are generated by the ELG module borrowed from [19].

as gnt (g
n+1
t ⊕ fn

t (It)), n ∈ 1, 2, 3, 4, abbreviated as gnt . The
encoder output f5

t is fed into the decoder. Note that the output
of the 5-th stage of the decoder is g5t (f

5
t (It)). Thermal images

are simultaneously fed into the encoder and the TE module.
EKNet learns how to extract features from CENet, which means
that f5

t and f5
rt should be the same. The enhanced map Ie

generated by the TE module is downsampled into five different
resolutions, i.e., 1/32, 1/16, 1/8, 1/4, and 1/2 of the original
resolution of the thermal images with the nearest interpolation
method. The downsampled results are fused with the input of
each stage of the decoder through element-wise addition. To
learn the edge detection capability from the teacher network,
the result of g3t ⊕ f2

t , denoted as Et, is needed to learn from
Ert. The output of the decoder g1t and the segmentation result
ŷt also should learn knowledge from g1rt and ŷrt, which means
ŷrt is pseudo labels for EKNet.

D. The TE Module

Thermal images encode the temperature information of the
environment. The temperature of some objects to be segmented,
such as person, is usually higher than that of the background.
The TE module is proposed to increase the contrast between
foreground (e.g., cars and persons) and background by an expo-
nential function with an exponent greater than 1, which increases
the contrast of the objects to the background. In the TE module,
the pixel values of thermal images are normalized into [0,1],
larger values indicate higher temperature. Since the pixel values
are in the range of [0,1], all the pixel values still lie in the
range of [0,1] after the exponential function, which means that
all pixel values are still normalized. Smaller pixel values (e.g.,
trees) are closer to 0 (background) after the exponential function
with an exponent greater than 1, which causes the objects (e.g.,
trees) to be blurred into the background. However, the contrast

Fig. 2. The architecture of our proposed TE module. The core of the TE module
is the exponential function, which increases the contrast between foreground
(e.g., persons) and background in thermal images. The heuristic coefficient λ,
the thermal image, and the exponent δ are fed into the exponential function.

between larger pixel values (e.g., persons) to smaller pixel
values is increased by the exponential function, which highlights
the objects with higher temperatures (e.g., persons).

The structure of the TE module is shown in Fig. 2. The core
of the TE module is an exponential function. Three data are
fed into the exponential function, namely, the thermal image
It, a heuristic coefficient λ, and the exponent δ. δ is adaptively
generated from It. Firstly, It is fed into two consecutive identical
blocks. Each block consists of a max pooling layer, a convolution
layer, a batch normalization (BN) layer, and a ReLU layer.
Secondly, the result is fed into a max pooling layer, a fully
connected (FC) layer, a BN layer, and a ReLU layer. Finally,
δ is generated by an FC layer. We denote the generation process
as δ = G(It). λ ensures that the exponent of the exponential
function is greater than 1 during the training and guides the
generation of δ. The TE module is described as follows:

Ie(i, j) =
(
It(i, j)

)δ+λ

, (1)

where i = 1, 2, 3, . . . , H and j = 1, 2, 3, . . . ,W . H and W
represent the height and the width of It, respectively.

Authorized licensed use limited to: Hong Kong Polytechnic University. Downloaded on March 07,2023 at 02:52:26 UTC from IEEE Xplore.  Restrictions apply. 



2208 IEEE ROBOTICS AND AUTOMATION LETTERS, VOL. 8, NO. 4, APRIL 2023

E. The Loss for CENet

In order to train CENet, we adopt the cross-entropy loss
Lseg(y, ŷrt) between the ground truth y and the segmentation
result of CENet ŷrt, as well as the class-balanced cross-entropy
loss [18] Ledge between the edge label e and the predicted edge
ê. We combineLseg(y, ŷrt) andLedge as the total lossLt to train
CENet, which is denoted as Lt = Lseg(y, ŷrt) + Ledge, where
Lseg(y, ŷrt) and Ledge are calculated as follows:

Lseg(y, ŷrt) = − 1

N

H∑
i=1

W∑
j=1

y(i, j) log
(
ŷrt(i, j)

)
, (2)

Ledge = − 1

N

⎛
⎝α

∑
i∈e+

log (êi) + β
∑
i∈e−

log (1− êi)

⎞
⎠ , (3)

where N = H ×W represents the number of pixels of an im-
age. α = e−/e, β = e+/e, and e = e− + e+, where e+ and e−
represent the pixel of the edge and background in the edge label
e, respectively.

F. The Loss for Knowledge Distillation

We use a self-supervised manner to train EKNet. We use
the result of CENet ŷrt as pseudo labels. So, we adopt the
cross-entropy loss Lseg(ŷrt, ŷt), which is computed in the same
way as (2). To enable EKNet to learn more knowledge from
CENet, we let EKNet learn the encoder output f5

rt, edge fusion
results Ert, and decoder output g1rt of CENet, which means
learning the capabilities of feature extraction, edge detection,
and object segmentation, respectively. We adopt the pair-wise
similarity loss Lsim proposed in [25] for learning the feature
extraction capabilities, the mean squared error (MSE) loss Le

for learning the detecting edge detection capability, and the
knowledge-distillation cross-entropy loss Lkdce for learning the
object segmentation capability. We combine these losses as
the total knowledge distillation loss Ls to train EKNet, which is
denoted as Ls = Lseg(ŷrt, ŷt) + Lsim + Le + Lkd. The func-
tion of the Lsim is denoted as follows:

Lsim = − 1

N2

N∑
i=1

N∑
j=1

(
artij − atij

)2
, (4)

where artij (atij) represents the similarity between the i-th pixel
and the j-th pixel produced from f5

rt (f5
t ). The similarity be-

tween two pixels fi and fj is calculated as aij =
f�i fj

‖fi‖2‖fj‖2 . We
hope that the last three stages of the decoder of the student net-
work can learn the capability of edge detection and information
recovery from the teacher network, that is, let Et be the same as
Ert, so we use loss Le to guide Et to be close to Ert. The Le is
calculated as follows:

Le = − 1

N

H∑
i=1

W∑
j=1

(Ert(i, j)− Et(i, j))
2 , (5)

where Ert and Et have the same shape, that is, the numbers of
channel, height, and width are 256, 120, and 160. The lossLkdce

allows the knowledge of a teacher network to be distilled into
a student network at high temperatures. The Lkdce is calculated
as follows:

Lkdce = − 1

N

H∑
i=1

W∑
j=1

σ

(
g1rt(i, j)

T

)
log

(
σ

(
g1t (i, j)

T

))
, (6)

where T represents the temperature of distillation, σ(·) repre-
sents the Softmax function.

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

A. The Dataset

We use the public MFNet dataset released in [14] for ex-
periments. The MFNet dataset has 9 classes (including the
unlabelled background class) of manually annotated labels
for semantic segmentation. It contains 1,596 pairs of RGB
and thermal images, among which 820 pairs are captured
at the daytime and 749 pairs are captured at nighttime. We
adopt the same split scheme in [14] to train our network. We
adopt the method proposed in [19] to generate edge labels with
width 1 based on the manually-labeled semantic masks. To avoid
the further downsampling on edge labels during training. We
generate the edge labels on the downsampled semantic masks
(1/4 and 1/2 of the original resolution).

B. Training Details

We implement our proposed method using PyTorch. The
networks are trained with NVIDIA RTX 3090. We borrow the
initialization scheme of RTFNet to initialize both the networks
except the last stages of encoders, ED module, and TE module.
Other parameters are initialized by the default scheme of Py-
Torch. We adopt the same set of parameters as RTFNet for the
optimization solver, such as initial learning rate, decay strategy,
etc. The batch size is set to 2 during training.

Firstly, we train the teacher network separately to obtain the
best-performing teacher network. Note that we first train CENet
using the loss Lseg(y, ŷrt) without the ED module as a baseline.
Then, we adopt the loss Lt and Lseg(y, ŷrt) to train CENet with
the pre-trained weight of the baseline. Secondly, we use the
teacher network to guide the training of the student network
(i.e., knowledge distillation). During the process of knowledge
distillation, the parameters of the student network are initialized
by the aforementioned schemes.

During the training, we fix the parameters of the teacher net-
work and only optimize the parameters of the student network.
We adopt the same metrics, Accuracy (Acc) and Intersection-
over-Union (IoU), from [15] to evaluate our network.

C. Ablation Study

1) Ablation on the ED Module: For the ED module, we first
remove the ED module from CENet to demonstrate the benefits
brought by the ED module. We name this variant as NED (no
edge detection). In addition, we change the position of the ED
module in the network, that is, we change the position where
the input data of the ED module comes from and the position
where the output data is fed into the network. We design variants
according to the following two rules: 1) We use edge information
to guide the decoder to produce segmentation masks, so the edge
information should be only fused with the decoder (g2rt, g

3
rt, g

4
rt,

and g5rt), and should not be fused with the decoder output g1rt; 2)
The edge information from the small-size feature maps could be
weak, so the edge information should not be extracted from the
small-size feature maps (f5

rt, f
4
rt, and g5rt). Moreover, the edge

information should not be fused with small-size feature maps
(g5rt and g4rt), because the edge information is weak. The details
of the variants are listed as follows:
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Fig. 3. Sample qualitative demonstrations of the edge detection results. GT represents ground truth labels. Each row represents the edge detection results from
different variants with the same input image. The results show that our D3D3 (CENet) can segment the edges of objects with better performance.

TABLE I
THE RESULTS (%) OF THE ABLATION STUDY ON THE ED MODULE

1) E123D3: The inputs of the ED module are f1
rt, f

2
rt, and

f3
rt. The output of the ED module is fused with g3rt ⊕ f2

rt.
2) E123D2: The inputs of the ED module are f1

rt, f
2
rt, and

f3
rt. The output of the ED module is fused with g2rt ⊕ f1

rt.
3) D234D2: The inputs of the ED module areg2rt ⊕ f1

rt, g
3
rt ⊕

f2
rt, and g4rt ⊕ f3

rt. The output of the ED module is fused
with g2rt ⊕ f1

rt.
4) E2D3: The input of the ED module is f2

rt. The output of
the ED module is fused with g3rt ⊕ f2

rt.
5) E1D2: The input of the ED module is f1

rt. The output of
the ED module is fused with g2rt ⊕ f1

rt.
6) D2D2: The input of the ED module is g2rt ⊕ f1

rt. The
output of the ED module is fused with g2rt ⊕ f1

rt.
Following the naming rule, our CENet can also be called

D3D3. All the variants and our CENet are trained and tested
with the MFNet dataset and the generated edge labels. Table I
displays the results of all the variants and our CENet. Compared
with NED and other variants, we can see that the introduction
of the ED module improves the performance of the networks.
Our CENet gets the best results compared with all the variants.
In addition, when the input data of the ED module comes from
the decoder, the results are generally better than the case when
the input data come from the encoder. The reason may be
that features in the encoder contain background features, and
the edges detected from the encoder provide the background
information into the decoder. We display the qualitative edge
detection results in Fig. 3. Each row of Fig. 3 is the edge detection
results for different variants of the same image. From Fig. 3, the
results of E123D2, E123D2, E2D3, and E1D2 contain the edge
of the background. However, the results of D3D3, D2D2, and
D234D2 mainly contain the edge of objects. The qualitative
results show that the edges detected from the encoder feature
map contain more background edges.

We also calculate the IoU of edges to evaluate the accuracy
of edge detection. The values of the predicted edge map of the

Fig. 4. The results (%) of IoU for edge detection with different thresholds.

Fig. 5. The results (%) of mAcc and mIoU for variants with different values of
the heuristic coefficient. Variants are trained via a supervised training method.
NTE means that there is no TE module in the variant. HC1 means that the value
of the heuristic coefficient is 1.

ED module are normalized to [0, 1]. We generate edges in the
predicted edge map of the ED module for all the variants by
thresholding the feature maps with threshold values 0, 0.1, 0.2,
0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 0.99, respectively. When the
pixel value of the output is greater than the threshold, the pixel
is considered as a part of an edge. The results of IoU for edge
detection with different thresholds are displayed in Fig. 4. We
use the mean of these results (IoUe) as a metric to evaluate the
performance. From Table I, we can find that our D3D3 achieves
the best results with different thresholds. Overall, D3D3 (i.e.,
our CENet) can accurately detect the edge of objects.

2) Ablation on the TE Module: For the TE module, we
tune the heuristic coefficient. It is one of the exponents of the
exponential function in the TE module. Large exponents would
cause more pixels in the thermal image to approach 0 with the
exponential function. Therefore, we try the value of the heuristic
coefficient from 0 to 6. We use HC1 to represent the variant with
the heuristic coefficient being 1. We also remove the TE module
from EKNet to demonstrate the benefits of the TE module,
which is denoted as NTE. Fig. 5 shows the results of the ablation
study. The mAcc and mIou of NTE are the smallest among all
the variants, indicating that the TE module could improve the
performance of the networks. We can also see that HC2 achieves
the best results. So, we set the heuristic coefficient of the TE
module in EKNet to 2.

3) Ablation on the Temperature of Knowledge Distillation:
We distill the knowledge of CENet to EKNet at different temper-
atures to enable EKNet to achieve the best performance. Besides
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Fig. 6. The results (%) of mAcc and mIoU of EKNet trained at different
temperatures in the knowledge distillation process. We can see that our EKNet
achieves the best performance when the distillation temperature is 6.

TABLE II
THE RESULTS (%) OF THE ABLATION ON LOSSES

TABLE III
THE RESULTS (%) OF THE ABLATION ON TRAINING STRATEGIES

setting the distillation temperature to 1, we try even numbers
from 2 to 34. Fig. 6 shows the results of EKNet distilled at
different temperatures. The results show that the appropriate
temperature of knowledge distillation can enable the student
network to learn more knowledge from the teacher network.
From the results, it can be found that EKNet achieves the best
performance when the distillation temperature is 6.

4) Ablation on Losses: We conduct ablation studies on losses
to verify the effectiveness of different combinations of losses.
There are 4 losses during the training process of knowledge dis-
tillation, namelyLseg ,Lkdce,Lsim, andLe. We train the student
network with different combinations of losses. Moreover, we
replace Lsim respectively with the loss Lafd [26] and the loss
Lpad [27] to train the student network. The details and results
of each experiment are presented in Table II. we can see that
the student network cannot achieve optimal performance with
only one loss. Comparing the results of (E) with (I), we can find
that the student network learns the edge detection capability
through the loss Le, which improves the performance of the
network. Comparing the results of (G), (H), and (I), we can find
that the loss Lsim enables the student network to achieve better
performance.

5) Ablation on Training Strategies: In the ablation study, we
use three strategies to train the student network (EKNet): 1) Train
EKNet with a supervised method using only thermal images; 2)
Train EKNet with a self-supervised method using a thermal-
only teacher network; 3) Train EKNet with a self-supervised
method using an RGB-Thermal fusion teacher network (CENet).
We remove the RGB encoder from CENet as the thermal-only
teacher network. The training details and results are displayed
in Table III.

TABLE IV
THE COMPARATIVE RESULTS (%) OF THE MULTI-MODAL NETWORKS ON

DAYTIME AND NIGHTTIME SCENARIOS

TABLE V
THE COMPARATIVE RESULTS (%) OF THE THERMAL-ONLY NETWORKS ON

DAYTIME AND NIGHTTIME SCENARIOS

Comparing (A) with (C), we can find that the network trained
with the self-supervised knowledge distillation with the RGB-
Thermal fusion teacher network achieves better results than that
trained with the supervised method using thermal-only images.
This demonstrates that EKNet effectively learns knowledge
from the RGB-thermal fusion teacher network with knowledge
distillation, such as the capability of edge detection in CENet
that could not be learned directly from thermal images. The
results of (B) show that when the teacher network lacks RGB
information, it cannot guide the student network well. This again
demonstrates that (C) learns RGB-thermal fused knowledge
from the RGB-thermal fusion teacher network via distillation,
which could not be learned from thermal images.

D. Comparative Study

We compare our proposed CENet and EKNet with the
well-known networks, including UNet++ [28], MFNet [14],
FuseNet [29], RTFNet [15], SegHRNet [30], ABMDRNet [6],
AFNet [17], and MCNet [11]. We train UNet++ and SegHRNet
with the 4-channel RGB-T images, so that they can be compared
with other multi-modal networks. We train all the multi-modal
networks with the RGB encoders removed to compare with
our EKNet. MCNet is only trained for comparison with our
EKNet.

1) The Overall Results for RGB-T Segmentation: Table VI
displays the results of all the networks trained and tested with
the RGB-T images with the MFNet dataset [14]. We treat the
unlabeled background as one class and count it into the mAcc
and mIoU calculation. Note that the results for the background
are not displayed in Table VI, because they are all around 95 or
higher. We directly import the results of ABMDRNet and AFNet
from the original papers, as they are not open-sourced. From the
results, we can see that our proposed CENet achieves the best
performance in terms of both mAcc and mIoU, ABMDRNet
achieves the second best performance, and AFNet ranks the third
place. Overall, our proposed CENet improves mAcc by 2.3%
and mIoU by 1.3%.

2) The Overall Results for Thermal-Only Segmentation:
Table VII displays the results of all the networks trained and
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Fig. 7. Sample qualitative demonstrations. The rows from top to bottom are RGB images, thermal images, ground truth, UNet++ results, RTFNet results, and
our EKNet results. RGB images are only used for display and not for training. The thermal images are colored with the jet color map.

TABLE VI
THE COMPARATIVE RESULTS OF RGB-T FUSION NETWORKS WITH MFNET DATASET [14]

TABLE VII
THE COMPARATIVE RESULTS OF NETWORKS TRAINED WITH ONLY THERMAL IMAGES FROM THE MFNET DATASET [14]. ALL THE NETWORKS USE

GROUND-TRUTH LABELS THROUGH SUPERVISED LEARNING, EXCEPT KDNET AND EKNET

tested with thermal images only. We remove the RGB encoder
of the multi-modal networks and change the input channel of
the first layer of these networks to 1. We use the last output of
MCNet to train itself. We also design one more experiment: we
use the knowledge distillation method to train EKNet without
the TE module, which is named KDNet.

Comparing the results of KDNet and EKNet, we can see
that the network with the TE module achieves better results

with the knowledge distillation method. EKNet achieves the
best results in the person class, which also shows that the TE
module provides benefits for EKNet to segment the person by
highlighting the pixels of the class person. Comparing the best
results of well-known networks, our proposed EKNet improves
mAcc by 4.3% and mIoU by 2.3%.

3) The Daytime and Nighttime Results: We also evaluate
the multi-modal networks and thermal-image networks with
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daytime and nighttime images. Table IV displays the results of
the multi-modal networks, and Table V displays the results of the
thermal-only networks. From Table IV, although the mIoU for
the daytime of our network is slightly lower than UNet++, other
metrics are much higher than UNet++, which are the best results.
Table V shows that our EKNet achieves the optimal results in
both scenarios.

4) The Qualitative Demonstrations for Thermal-Only Seg-
mentation: Fig. 7 qualitatively demonstrate the three networks
with the best results trained with only thermal images. In Fig. 7,
the first 5 columns are images at nighttime, and the last 5 columns
are images at daytime. The thermal image in the column 6 is so
challenging that all networks incorrectly segment the class color
cone and color stop. In contrast, our EKNet achieves the best
result. We can see that a part of class color stop is correctly
segmented. The column 4 shows that our EKNet is the only
network that can segment class bump. Our network is also the
only one that can segment class color cone in the first column.
From the results, we could find that class color stop, color cone,
and bump are big challenges. However, our EKNet still achieves
better results.

V. CONCLUSIONS AND FUTURE WORK

We presented here a cross-modal edge-privileged knowledge
distillation framework, which transfers the edge detection capa-
bility of an RGB-T teacher network to a thermal-only student
network. Specifically, we first proposed a novel edge-privileged
RGB-T fusion network as the teacher by introducing an edge
detection module into the decoder. The edge detection ground
truth is used as the privileged information during the training
of the teacher. Secondly, we proposed a novel thermal-only
semantic segmentation network with our proposed TE module
as the student. Finally, we used a knowledge distillation method
to distill the edge detection capability of the teacher network to
the student network to achieve our goal.

However, our method still has some limitations. First, we use
an exponential function with the same parameters for all the
pixels in the TE module, making it difficult to highlight objects
that have a small temperature difference from the background.
We would like to design power exponents for each sub-regions
in the future to alleviate this issue. Second, we only use the
output of the TE module in the decoder, so the student network
may not well utilize the thermal enhancement information. We
would like to introduce the information into both the encoder
and decoder in the future.
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