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Abstract—This article proposes a differential game-
based control scheme to address an attitude takeover con-
trol problem via microsatellites attached to the surface of
target spacecraft. First, the attitude dynamics of combined
spacecraft is reformulated as a general form so as to ap-
ply the reinforcement learning framework. Then, quadratic
and Arctanh-type performance indices are designed in two
cases of free input and input saturation, respectively. Ac-
cordingly, optimal control policy of each microsatellite is
obtained and is dependent on value functions, which are
solutions of a set of Hamilton–Jacobi–Bellman (HJB) equa-
tions. Single layer neural networks are employed to approx-
imate value functions by policy iteration and the weights
vectors are updated with the help of the concurrent learning
algorithm so that the persistent excitation condition of con-
trol errors is loosened. Moreover, the necessity of interac-
tion among microsatellites is eliminated by using a tracking
differentiator technique to estimate angular accelerations
which are not available directly through onboard devices.
Stability of the closed-loop system is guaranteed by the
Lyapunov method. Three cases of simulation are carried
out to demonstrate the robustness and optimality of the
proposed control scheme and to validate the effectiveness
of the controller in the presence of actuators saturation.

Index Terms—Attitude control, concurrent learning, dif-
ferential game, input saturation, reinforcement learning
(RL), takeover control.

I. INTRODUCTION

W ITH THE development of space technology, more satel-
lites of various types and functions have been widely

used in military reconnaissance, data communication, navi-
gation and positioning, astronomical observation, and other
fields, playing an irreplaceable role in safeguarding national
security and ensuring peoples’ livelihoods. More satellites in
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space lead to more anomalies as a result of which the on-orbit
service is becoming increasingly popular [1]. Of various types
of service, attitude takeover control [2] is paid much attention
to by researchers due to its promising application in practical
on-orbit maintenance for damaged spacecraft. Attitude takeover
control means that multiple microsatellites are launched into the
orbit, and attach to the surface of failed spacecraft in order to
control its attitude taking place of its original failed attitude
control subsystem, which therefore helps it regain ability of
attitude control. As a result, the lifetime of spacecraft can be
prolonged [3]. Compared to one space-robotic takeover control,
using multiple microsatellites can increase the redundancy and
reliability and reduce the cost of the takeover control system.

There are some key challenges brought by attitude takeover
control as following [4]: 1) unknown inertia matrix of the
combined spacecraft; 2) distributed attitude control law design;
and 3) allocation of control torques to the multiple microsatel-
lites. A few works have been published to investigate attitude
takeover control. According to controller structure, they can
be categorized into two classes: 1) control and allocation sepa-
rate structure and 2) decentralized structure. For the first class,
hierarchical structure is proposed where control law and allo-
cation are designed separately and taken as upper level and
lower level, respectively. The control law is generated by the
computation module and then, taken as input of torque allocation
module which allocates the total control command into every
actuator as output. In the upper level, the attitude control law, as a
longstanding topic, has been studied from multiple perspectives
such as the PD method [5], [6]; adaptive control [7], [8]; robust
control method [9], [10]; optimal control [11], [12]; finite-time
control [13], [14]; quantized control [15], [16]; event-triggered
control [17], [18]; and neural network-based control [19]. In
terms of torque allocation as lower level of whole mission,
various methods have been studied, which can be categorized
into centralized allocation methods [20], [21] and distributed
allocation methods [22], [23]. It is noteworthy that both central-
ized and distributed mode of allocation belong to the lower level
of hierarchical control structure and hence are of centralized
control scheme essentially. However, an obviously potential
defect of centralized control is that the whole attitude takeover
control system fails once the computation module malfunctions.

To increase robustness of the system, some researchers pro-
posed a second kind of control structure for the attitude takeover
control problem, which presents a decentralized control scheme
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where each satellite unit is in charge of sensing, computing
control law and actuating, therefore making the controller and
torque allocation integrated together. In this scheme, there is
no central computer and allocator. A feasible way of men-
tioned decentralized structure is differential game-based control
scheme [24], [25], [26], [27]. In [24], the differential game-based
control strategy was first introduced to solve multimicrosatel-
lite attitude control problem. The differential game model ad-
dressing attitude control is established and a neural network
with single layer is employed to solve the nonlinear Hamilton–
Jacobi–Bellman (HJB) equation. In [25], the attitude model was
linearized and the control strategies of multiple microsatellites
were obtained by optimizing individual quadratic performance
index functions. In [28], disturbance was regarded as one player
in differential game framework and in the meantime, a robust
event-triggered control strategy is proposed. In [27], a zero-sum
differential game strategy-based control method was given by
policy iteration to deal with tracking control problem of modular
robot manipulators considering uncertain disturbance. What the
aforementioned methods have in common is to apply the idea
of optimal control when dealing with problem of differential
game. Specifically, the problem of optimal differential game is
formulated as continuous Markov decision process (MDP) and
reinforcement learning is applied for decision. Although afore-
mentioned literature employed differential game-based control
method to achieve distributed control command computation,
existing schemes remain to have some deficiencies. First, to
the authors’ best knowledge, saturation of actuators is barely
considered in current literature, which is crucial for the atti-
tude takeover control by microsatellites. Second, there exist
interactions among individual satellites for parameters sharing.
That raises a requirement for intersatellite communication and
makes the system complicated. Moreover, the mentioned control
methods suffer from persistent excitation condition meaning
that convergence could be hindered once state variables drop
into a small neighborhood around origin since errors are not
large enough to drive the identifier working normally. Hence,
the problem of attitude takeover control is still open and worth
studying.

The article proposes a differential game-based attitude
takeover control strategy for failed spacecraft via multiple mi-
crosatellites. First, the rigid body attitude kinematics and dynam-
ics are reformulated into general vector form and corresponding
optimized index functions for each microsatellite are defined.
Then reinforcement learning-based approach is leveraged to
solve the multiplayer differential game problem. Specifically, it
is performed in two stages. First, by solving canonical optimal
control problem, policies depending on unknown value func-
tions are obtained. Then, a few single-layer neural networks
are used to approximate value functions, which satisfy the
constraints of coupled nonlinear HJB equations. Different from
commonly used gradient descent training strategy, in our work
concurrent learning is incorporated into adaptive law to drive
updating of the weights online. Concurrent learning considers
both past recorded data and current data in order to loosen persis-
tent excitation condition. In addition, a tracking differentiator is
employed to estimate angular accelerations so that restriction of

TABLE I
ABBREVIATION TABLE

necessary interaction among microsatellites is lifted. Moreover,
the article deduces HJB equation and optimal policies of mi-
crosatellite under two cases of free input and actuator saturation.
Finally, system stability is guaranteed by Lyapunov method and
numerical simulations validate the effectiveness of proposed
control scheme.

Compared to existing control schemes for attitude takeover
control, the innovative contributions of this article are as follows.

1) The article investigates the optimal differential game con-
trol problem under input saturation by developing a kind
of newly defined performance index functions and then,
deriving the corresponding HJB equations and optimal
control strategies.

2) The requirement of information exchange among mi-
crosatellites is eliminated by using tracking differentiator
to estimate angular accelerations of combined spacecraft.

3) The convergence of weights is not restricted by persistent
excitation condition and is completed in finite time by the
proposed adaptive updating law, which means computed
control policies are closer to optimal trajectories than the
existing methods.

The rest of this article is organized as follows. Section II
presents fundamental knowledge applied in proposed approach
including attitude dynamics, game theory, HJB equation, con-
current learning and tracking differentiator. Section III clarifies
the definition of attitude takeover control task and further de-
scribes it as a multiplayer differential game problem. Table I
is provided to introduce the definition of abbreviation used.
Section IV is controller design under two cases of unsaturated
and saturated situation, and two kinds of stability proof are
provided for each case. Section V provides a discussion on
the conclusions the article draws. Section VI shows the results
of experimental simulation. Finally, Section VII concludes this
article.

II. PRELIMINARIES

A. Attitude Dynamics of Rigid Body

The combined spacecraft consists of target spacecraft and a
group of microsatellites and each satellite can provide three-
axis torques. Hence, kinematics and dynamics of the combined
spacecraft are given as

q̇0 = − 1

2
qTv ω

q̇v =
1

2
(q0I+ q

×
vω)

Jω̇ = − ω×Jω + τ (1)
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where qT = [q0 qTv ] is quaternion used to describe the attitude
of spacecraft in the body frameB with respect to inertial frameI,
q0 ∈ R and qv ∈ R3 are the scalar and vector part, respectively,
satisfying q20 + q

T
v qv = 1, ω is the angular velocity, τ ∈ R3 is

control torque imposed on the rigid body, I is identity matrix, J
is matrix of the rotational inertia of spacecraft, and q×v denotes
cross operator of qv = [ qv1 qv2 qv3 ]T , i.e.,

q×v =

⎡
⎣ 0 −qv3 qv2

qv3 0 −qv1
−qv2 qv1 0

⎤
⎦ . (2)

According to the properties of quaternion, the attitude of the
body frame B relative to the desired frame R is computed as
follows:

q̃0 = q0dq0 + q
T
vdqv

q̃v = q0dqv − q0qvd − q×vdqv
ωe = ω −Rωd (3)

where qTd = [q0d qTvd ] is the quaternion that describes desired
attitude of spacecraft in the desired frame R with respect to
inertial frame I, q̃T = [ q̃0 q̃Tv ] is error quaternion describing
error attitude of spacecraft in the body frame B with respect
to desired frame R, R is transformation matrix between body
frame B and desired frame R, given by R = (1− 2q̃Tv q̃v)I+
2q̃vq̃

T
v − 2q̃0q̃

×
v , satisfying ‖R‖ = 1. ωd is desired angular

velocity and ωe is the error angular velocity describing the
angular velocity of body frame B with respect to desired frame
R. According to kinematics of rigid body, the derivation of
transformation matrix R can be expressed as

Ṙ = −ω×
e R. (4)

The attitude error dynamics of rigid body can be obtained as (5)
using (1)–(4)

˙̃qv =
1

2
(q̃0I+ q̃

×
v )ωe

Jω̇e = − ω×Jω + J(ω×
e Rωd −Rω̇d) + τ . (5)

B. Differential Game Control

The differential game control is to find out the optimal control
strategy at equilibrium point for each player based on optimal
control theory. For differential (6)

ẋ = f(x) +

N∑
i=1

giui. (6)

N players u1, . . . ,uN manipulate system state x jointly,where
ui and x are given as vectors, and gi is coefficient matrix. For
each player, an index is defined as

Li =

∫ +∞

0

(Qi(x) + Γi(u1, . . . ,uN )) dt (7)

where Qi(x) is a positive function of x and Γi(u1, . . . ,uN ) is
the positive definite function of control inputs of all players.
Control strategies u1, . . . ,uN are designed for the sake of
optimizing index Li for each player i, respectively.

Remark 1: Both Qi and Γi are scalars and Li represents
synthesized cost of control performance and actuators energy
consumption in attitude control task. Qi(x) is usually set as
quadratic form xTQix and Γi(u1, . . . ,uN ) is usually set as
sum of quadratic form

∑N
j=1 u

T
j Γijuj for each player’s con-

trol strategy, which means that all players are cooperative. In
addition, Γi(ui) can also be set as quadratic form uT

i Γiui

only dependent on its own control input ui under information
exchange-free situation adopted in this article. However, in the
case considering actuator saturation, Γi(u1, . . . ,uN ) is set as
integral form instead of quadratic form in order to guarantee
amplitude of optimal control strategy is bounded.

Nash equilibrium: A set of strategies satisfying conditions (8)
is called Nash equilibrium strategies.

L∗
i = Li(u

∗
1, . . . , u

∗
i , . . . , u

∗
N )

≤ Li(u
∗
1, . . . , ui, . . . , u

∗
N ). (8)

At Nash equilibrium point, each player’s policy cannot be
changed unilaterally, otherwise index of changer is not optimal.

C. Coupled HJB Equation and Reinforcement Learning

Reinforcement learning (RL) is a powerful tool in amounts of
applications including autonomous systems. With the thought
of trial and error, RL aims to leverage strong learning ability to
evaluate the value of each action and then, select the best one
for maximizing reward or minimizing penalty by well-trained
neural network. Due to intrinsic consistence between optimal
control and RL, RL is an ideal candidate technique for solving
optimal control problem by setting optimized object function
as reward. The neural network can learn to approximate the
value function in arbitrary precision in avoidance of analytic
procedure. Systems in nature are classified into deterministic
and stochastic type. For stochastic system, a probabilistic dis-
tribution is generated to cope with the uncertainty of process
while achieving optimal expectation theoretically. In this article,
the attitude dynamics of the combined spacecraft formulated
as MDP is assumed to be a priori without uncertainty. Only
deterministically continuous MDP is considered in the article.

Define value function as

Vi(x(t)) =

∫ ∞

t

(Qi(x) + Γi(ui))dτ (9)

where Qi(x) and Γi(ui) are the same as (7). Derivate (9), then
Bellman (10) is obtained

0 = Qi(x) + Γi(ui) + (∇V i)
T

⎛
⎝f(x) + N∑

j=1

gjuj

⎞
⎠ = Hi

(10)
where ∇V i =

∂Vi

∂x is a column vector and right-hand side is
defined as Hamilton value. According to maximum principle in
optimal control, optimal policy ui satisfies ∂Hi

∂ui
= 0. Substitut-

ing (10) into conditions Γi(ui) = u
T
i Γiui, yields

ui = −1

2
Γ−1
i gT

i ∇V i. (11)
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Optimal control strategy for each player is showed as (11)
under which Nash equilibrium among all players is reached.
Substituting (11) into (10), HJB equation is deduced as

(∇V i)
Tf(x) +Qi(x)− 1

2
(∇V i)

T
N∑
j=1

gjΓ
−1
j gT

j ∇V j

+
1

4
(∇V i)

TgiΓ
−T
i gT

i ∇V i = 0. (12)

Remark 2: The definition of value function is slightly differ-
ent from performance index of (7) at lower limit of integral,
which means that value function is a dynamic variable only
dependent on state value x at time t explicitly. From the per-
spective of dynamic programming, it represents the optimized
index from current time step rather than initial time step and
hence, the control policy depends on value function.

To compute optimal control strategy as (11), it is necessary to
solve (12) for ∇V i. There are N nonlinear partial differential
equations (PDEs) for i from 1 to N in (12). It is difficult to
provide analytical solutions for such a set of highly coupled
and nonlinear PDEs. Therefore, value function approximation
(VFA) is employed to approximate value function Vi. In VFA
technique, a set of basis functions and weights are used to
reconstruct value function Vi as

Vi(x) = WT
i Φ(x) + εi (13)

where Wi is a m× 1 weights vector, Φ(x) is a basis function
vector dependent onx, εi is a scalar representing approximation
error, andm is the number of basis functions. Withm increasing,
the accuracy of approximation is guaranteed by Lemma 1.

Lemma 1 (see [29]): For (13), approximation error εi → 0
when the number of mutually independent basis functions m →
∞.

Actually, VFA technique is equivalent to a single-layer neural
network in effect.

D. Concurrent Learning

Substituting (13) into (10), weights can be separated out of
other known terms as

WT
i ψi = κi (14)

where ψi = ∇Φi(x)
(
f(x) +

∑N
j=1 gjuj

)
and κi =

−Qi(x)− uT
i Γiui. From the perspective of parameter

identification, learning of weights vector can be attributed as
issue of weights identification via (14), which is based on the
concurrent learning method in this article.

According to (14), the constraints on Wi can be rewritten as

ψiψ
T
i Wi = ψiκi. (15)

Ordinary techniques such as least square method can be em-
ployed to solve (15). However, persistent excitation is required,
which means square matrix ψiψ

T
i should be of full rank at

any time. A new thought is proposed in this article through
concurrent learning to loosen persistent excitation condition and
in the meantime identification of weights vector is dealt with.
Concurrent learning exploits data both from both the past and

current time step to identify parameter. In continuous system,
integrate (15) to time, and an integral form can be obtained as∫ t

t0

e−l(t−τ)ψiψ
T
i Widτ =

∫ t

t0

e−l(t−τ)ψiκidτ (16)

where l is forgetting factor which plays the role of assigning
differentiated participation of identification usingψi(x(τ)) and
κi(x(τ)) on different time points. From (16), both historical and
current data contribute to the identification of weightsWi in dif-
ferent levels of importance by timing coefficient e−l(t−τ) that is
increasing as time point τ goes forward. When τ = t, the coeffi-
cient e−l(t−τ) = 1means no discount for data use on time point t,
in the meanwhile indicating that closer data is given more consid-
eration. Assume Pi and Si as Pi =

∫ t

t0
e−l(t−τ)ψiψ

T
i dτ,Si =∫ t

t0
e−l(t−τ)ψiκidτ , Ŵi as estimation of weights vector Wi

and employ PiŴi − Si as rectification term for learning law of
Ŵi, a finite time concurrent learning identification strategy can
be obtained as

˙̂
Wi = Π

PT
i (PiŴi − Si)∥∥∥PiŴi − Si

∥∥∥ (17)

where Π is positive definite and 2-norm ‖PiŴi − Si‖ ensures
finite time convergence.

E. Tracking Differentiator

In each player’s policy learning law, the others’ control
strategies are included, as showed in ψi = ∇Φi(x)(f(x) +∑N

j=1 gjuj). Therefore, in this section, a linear tracking dif-
ferentiator is employed to get rid of restrictions of necessary
interaction among individual players. The tracking error con-
vergence of the linear tracking differentiator is guaranteed by
Lemma 2.

Lemma 2 (see [30]): For linear tracking differentiator as

ż1 = z2

ż2 = − k1R
2(z1 − v)− k2Rz2 (18)

where k1, k2, and R are positive constants and v(t) is signal to
be tracked, if v(t) satisfies supt∈[0,+∞](|v(t)|+ |v̇(t)|) = M <
+∞ for constant M > 0, then for any a > 0, t ∈ [a,+∞), (19)
holds:

lim
R→∞

|z1 − v| = 0, lim
R→∞

|z2 − v̇| = 0. (19)

From (6),ψi = ∇Φi(x)ẋ is obtained, where signal ẋ is tracked
by z2 in (18).

III. PROBLEM FORMULATION

As illustrated in Fig. 1, the attitude takeover control task
means that a group of microsatellites are attached to the surface
of target spacecraft whose original attitude control subsystem
malfunctions and help it regain attitude control capability. Each
microsatellite equips with sensors, controller, and actuators.
A decentralized controller structure can be built by the group
of microsatellites attached while maintaining the robustness of
whole attitude takeover control system. Robustness means that
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Fig. 1. Illustration of attitude takeover control by microsatellites.

the system remains working even if one of the microsatellites
malfunctions.

According to manner of attitude takeover control introduced
above, the attitude kinematics and dynamics of combination of
target spacecraft and microsatellites is rewritten as

q̇0 = − 1

2
qTv ω

q̇v =
1

2
(q0I+ q

×
vω)

Jω̇ = − ω×Jω +

N∑
i=1

ui (20)

whereui is control torque of ith microsatellite and other symbols
are the same as (1). To simplify the expression, hereafter (20) is
reformulated as general form (21) to (22)

ẋ = f(x) +

N∑
i=1

giui (21)

f(x) =

[
1
2 (q̃0I+ q̃

×
v )ωe

J−1(−ω×Jω + J(ω×
e Rωd −Rω̇d))

]
(22)

where x = [q̃Tv ωT
e ]

T and gi =

[
O3×3

J−1

]
. The optimized

index for each microsatellite is set as (23)

Li =

∫ +∞

0

(Qi(x) + Γi(ui)) dt (23)

where Qi(x) = x
TQix, Γi(ui) = u

T
i Γiui for case

without considering actuators saturation and Γi(ui) =∫ ui

0 ηitanh
−T (v/ηi)Γidv for case considering actuators

saturations with maximum torque of ηi, respectively.
Due to limited communication capability of microsatellites,

information exchange-free control strategy is required. There-
fore, the task to be dealt with in controller design is to find out
an optimal control law ui(i = 1, . . . , N) for each microsatel-
lite optimizing index Li without information exchange among
individual units meaning that controller for each satellite is
only dependent on state vector of target spacecraft. However,
according to analytical solution (11), optimal control depends on
its own value function that is coupled with other value functions
in (12). This implies that control parameters of other microsatel-
lites are introduced and fully connected communications are

Fig. 2. Overall control scheme block diagram.

Fig. 3. Internal structure of controller.

required. In addition, the popular gradient-based method used
in RL often faces persistent excitation condition that generates
contradiction between desiring fast convergence and sufficient
errors driving convergence. The two problems commonly faced
are addressed in controller design in Section IV by tracking
differentiator and concurrent learning-based training strategy,
respectively.

IV. ATTITUDE TAKEOVER CONTROLLER DESIGN

Proposed differential game-based control scheme is illus-
trated as in Figs. 2 and 3. Fig. 2 shows an overall diagram
for designed control scheme. In the scheme, controller de-
sign and torque allocation are synthesized. Each microsatellite
outputs a three-axis torque vector acting on target spacecraft.
The total torque imposed on target spacecraft is the sum of
all microsatellites’ torques. Fig. 3 shows the detailed structure
of controller and its signal flows when each microsatellite is
working. The control command is obtained by solving multi-
players differential game problem, depending on attitude errors,
attitude angular velocity errors, and weights of neural network.
The neural network module is in charge of updating weights
according to records of both past and current data through con-
current learning algorithm. Concurrent learning module takes
in the error signals, control commands from microsatellites, and
derivatives of errors containing angular accelerations and gives
the auxiliary variables to neural network module. The angular
accelerations are not measurable, but can be estimated by track-
ing differentiator. Specifically, two controllers are designed in
this section based on differential game theory for two cases:
One where actuator saturation is considered, and one where it
is not.
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A. Optimal Control Strategy Without Considering Control
Torque Saturation

According to deduced optimal policy (10) and (13) for general
system (6), the optimal control law for each microsatellite is
proposed as

ui = −1

2
Γ−1
i gT

i ∇Φi(x)Ŵi. (24)

The adaptive estimation law for weights vector Ŵi is designed
as

˙̂
Wi = Π

PT
i (PiŴi − Si)∥∥∥PiŴi − Si

∥∥∥ (25)

where auxiliary variables Pi and Si evolve along (26)–(27).

Ṗi = − lPi +ψiψ
T
i (26)

Ṡi = − lSi +ψiκi (27)

where l is a positive constant with the same connotation as (16).
The adaptive updating law (25) is designed to make weights

vectors converge in finite time. The auxiliary variables Pi and
Si are matrix containing both historically recorded data and
currently collected data. In fact, the solution of (26) and (27)
are Pi =

∫ t

t0
e−l(t−τ)ψiψ

T
i dτ ,Si =

∫ t

t0
e−l(t−τ)ψiκidτ with

the same form as that mentioned in Section II. Formulations
(26) and (27) are equivalent to (20).

Theorem 1: Consider the attitude takeover control system
(6) with control law (24) and the adaptive law (25)–(27). All
signals in the closed loop are globally ultimately bounded.

Proof: The proof is divided into two steps in which first
step demonstrates finite time convergence of weights learning
error and the second step demonstrates convergence of attitude
parameters.

Step 1: Choose Lyapunov candidate function as Lw =
1
2

∑N
i=1 W̃

T
i Π

−1W̃i, where W̃i = Wi − Ŵi is weights
learning errors vector.

Substituting adaptive law (25)–(27), the derivative of Lya-
punov candidate function Lw yields

L̇w =
N∑
i=1

W̃T
i Π

−1 ˙̃Wi = −
N∑
i=1

W̃T
i Π

−1 ˙̂
Wi

= −
N∑
i=1

W̃T
i

PT
i PiW̃i∥∥∥PiW̃i

∥∥∥ . (28)

PiW̃i is a vector: therefore, it follows that:

L̇w = −
N∑
i=1

∥∥∥PiW̃i

∥∥∥ ≤ −
N∑
i=1

βi

√
W̃T

i Π
−1W̃i

≤ − β̄
√

Lw (29)

where βi is a positive constant satisfying λmax(β
2
i Π

−1) ≤
λmax(P

T
i Pi) and β̄ is defined as β̄ =

√
2min1≤i≤N (βi). Solv-

ing (29), the upper bound of convergence time is obtained as

tmax =
2
√

Lw(0)

β̄
.

Step 2: Choose arbitrary one value function Vi(x) as Lya-
punov candidate function, then its derivative is deduced as

V̇i(x) = (∇V i)
T

⎛
⎝f(x) + N∑

j=1

gjuj

⎞
⎠ . (30)

According to HJB (12), (31) holds

(∇V i)
Tf(x) = −Qi(x) +

1

2
∇V i

T
N∑
j=1

gjΓ
−1
j gT

j ∇V j

− 1

4
∇V i

TgiΓ
−T
i gT

i ∇V i. (31)

Substituting (31) into (30) leads to

V̇i(x) =
1

2
WT

i ∇ΦT
i (x)

N∑
j=1

gjΓ
−1
j gT

j ∇Φj(x)W̃j −Qi(x)

− 1

4
WT

i Di(x)Wi + o(εi,∇T εj∇εk) (32)

where Di(x) = ∇ΦT
i (x)giΓ

−T
i gT

i ∇Φi(x) is a m×m
positive definite matrix and o(εi,∇Tεj∇εk) is higher
order infinitesimal of εi and ∇T εj∇εk for i, j, k ∈
{1, 2, . . . , N}, which is guaranteed to be bounded by Lemma
1. Based on facts that Wi,∇Φi(x),gi, and Γ−1

i are
all bounded and convergence of W̃i proved by Step 1,
WT

i ∇ΦT
i (x)

∑N
j=1 gjΓ

−1
j gT

j ∇Φj(x)W̃j tends to 0 within

tmax =
2
√

L(0)

β̄
. Suppose that boundary of o(εi,∇Tεj∇εk)

is α > 0, then a conservative convergence set is estimated as
Ω = {x|Qi(x) ≤ α}. �

B. Optimal Control Strategy Considering Control Torque
Saturation

The control torque provided by microsatellites is quite limited,
so the control torque saturation should be considered to design
the optimal control for microsatellites. Suppose that the allowed
torque range of each actuator for ith microsatellite is [−ηi, ηi],
where ηi is a positive constant. Define value function as

Vi(x) =

∫ ∞

t

(
Qi(x) + 2

∫ ui

0

ηitanh
−T (v/ηi)Γidv

)
dτ

(33)
where tanh(s) = [tanh(s1) tanh(s2) tanh(s3)]

T for s =
[s1 s2 s3]

T . The Hamilton function for value function as (33)
can be derived as (34)

Hi = Qi(x) + Γi(ui) + (∇V i)
T

⎛
⎝f(x) + N∑

j=1

gjuj

⎞
⎠ .

(34)
Differentiating H on ui, (35) can be obtained.

∂Hi

∂ui
= 2ηitanh

−T (ui/ηi)Γi + (∇V i)
Tgi = 0. (35)

Therefore, for value function (33), solve (35), optimal control
strategy, and corresponding HJB equation for ith microsatellite
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becomes (36) and (37), respectively.

ui = ηitanh

(
− 1

2ηi
Γ−1
i gT

i ∇V i

)
(36)

(∇V i)
T

⎡
⎣f(x)−ηi

N∑
j=1

gjtanh

(
1

2ηi
Γ−1
j gT

j ∇V j

)⎤⎦

+

∫ −ηitanh
(

1
2ηi

Γ−1
i gT

i ∇V i

)

0

tanh−T (v/ηi)Γidv

+Qi(x) = 0. (37)

Remark 3:
∫ −ηitanh

(
1

2ηi
Γ−1

i gT
i ∇V i

)

0 tanh−T (v/ηi)Γidv is
path integral which represents the integral value along a path

from origin to the point −ηitanh
(

1
2ηi

Γ−1
i gT

i ∇V i

)
for vector

field tanh−T (v/ηi)Γi. The integral value is unique for all kinds
of paths, if and only if field tanh−T (v/ηi)Γi is conservative.
Therefore, Γi is chosen as diagonal matrix to guarantee that it
is independent of integration pathways.

Similarly, VFA technique is employed to approximate the
solution of PDE (37). Therefore, control law is designed as
(38) and adaptive law are the same as (25)–(27) with different
parameters κi = −Qi(x)−

∫ ui

0 ηitanh
−T (v/ηi)Γidv.

ui = −ηitanh

(
1

2ηi
Γ−1
i gT

i ∇Φi(x)Ŵi

)
. (38)

Theorem 2: Consider the attitude takeover control system
(6) with control law (38) considering control torque saturation
and the adaptive law (25)–(27). All signals in the closed loop
are globally ultimately bounded.

Proof: Similar to proof of Theorem 1, there are two steps. Step
1 is same as that of Theorem 1 and Step 2 is given as follows.

Choose any value function Vi(x) as Lyapunov candidate
function, then its derivate is the same as (30). According to HJB
(37) considering input saturation, (39) holds

(∇V i)
Tf(x) = ηi(∇V i)

T
N∑
j=1

gjtanh

(
1

2ηi
Γ−1
j gT

j ∇V j

)

−
∫ −ηitanh

(
1

2ηi
Γ−1

i gT
i ∇V i

)

0

tanh−T (v/ηi)Γidv

−Qi(x). (39)

Substituting (39) into (30) yields

V̇i(x) = ηi(∇V i)
T

N∑
j=1

gjtanh(
1

2ηi
Γ−1
j gT

j ∇V j)

−
∫ ui

0

tanh−T (v/ηi)Γidv −Qi(x)

− ηi(∇V i)
T

N∑
j=1

gjtanh
(

1
2ηi

Γ−1
j gT

j (∇Φj(x)Ŵj)
)

= ηi(∇V i)
T

N∑
j=1

gj (tanh (α1)− tanh (α2))

−
∫ ui

0

tanh−T (v/ηi)Γidv−Qi(x)

= ηiW
T
i ∇ΦT

i (x)

N∑
j=1

gj (tanh (α1)− tanh (α2))

−
∫ ui

0

tanh−T (v/ηi)Γidv −Qi(x)

+ o(εi,∇Tεj∇εk) (40)

where α1 = Γ−1
j gT

j ∇V j/(2ηi) and α2 =

Γ−1
j gT

j (∇Φj(x)Ŵj)/(2ηi). Given that Ŵi → Wi for i
from 1 to N in finite time, the first term tends to 0, leading to
the same conservative convergence set as that in Theorem 1.
Therefore, all signals in closed loop are globally ultimately
bounded. �

Remark 4: Generally speaking, globally asymptotically sta-
bility can be guaranteed under the optimal control law. However,
the attitude control strategies proposed in this article are not
strictly optimal laws due to unavailability of analytically precise
solution of a series of nonlinear coupled HJB equations. There-
fore, the bounded stable state tracking errors under proposed
control strategies are sourced from weights learning process
which approximates the optimal solution.

V. DISCUSSION

A. Persistent Excitation

To obtain optimal control torques from HJB equation, the core
is to identify the weightsWi from (14). In every time point, (14)
can be rewritten as least-square problem by converting (14) to
(15), whereψi = ∇Φi(x)ẋmight be close to0 at stable period.
The statement is made through inspectingV (x), which plays the
role of Lyapunov function. According to optimal form derived in
(11), optimal control strategy is a kind of gradient-decent method
to diminish V (x). Therefore, when error of statex tends to zero,
∇V i(x) must be zero. Had it been not zero, control torque u
continues to drive the system (6) which contradicts the premise
of stable state.

Based on the property of ∇V i(x) = 0 at the point of x = 0,
the criterion for choosing basis function is to meet boundary
conditions of HJB equation, i.e., ∇Φi(0) = 0. In this situation,
ψi becomes ill and thus might fail to provide information of
identification. That brings the long-standing issue of identifying
parameters, persistent excitation problem. Concurrent learning
employed in this article considers both past and current data
in different priority presented as (16), which increases the ro-
bustness of original identification since it still works even if
system goes into stable state or error goes into tiny region around
origin.

B. Saturation

Controller under actuator saturation designed as (36) and (38)
is optimal in terms of index (41)

Li =

∫ ∞

0

(
Qi(x) + 2

∫ ui

0

ηitanh
−T (v/ηi)Γidv

)
dτ

(41)
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whose corresponding value function is defined as (33).
Different from case of unsaturated situation, second part
of objective function is chosen as infinite integral form∫ ui

0 ηitanh
−T (v/ηi)Γidv to limit the optimal torqueui within

the actuator capability bounds.
Original quadratic index asuT

i Γiui can be written as the form
of

∫ ui

0 Γivdv, whose gradient toui is linearly dependent on the
torqueui. To curb the optimal torques solved from HJB equation
into bounded region, inverse function of tanh is chosen as
objective function. From physical view, when torques approach
to bound, the penalty rises sharply. That is the mechanism of the
antisaturation approach proposed in this article.

In essence, when saturation occurs, limited actuator torques
are insufficient to implement the expected optimal command.
Therefore, it is impossible to reach the original optimal value
using bounded actuators. It is worth studying how to design an
alternative objective index containing both control errors and
energy use. An instance using objective index such as (41) can
meet the requirement and be applied to the task.

C. Existence and Reachability of Nash Equilibrium

According to definition of Nash equilibrium (8), optimal strat-
egy ui for each player i drives the system into Nash equilibrium
given the strategies of other players. Optimal control laws (11)
and (36) are solved from minimizing Hamilton function (10)
and (34) by the use of Pontryagin’s principle which is necessary
condition for Nash equilibrium. Together with concavity of
Qi(x) + Γi(ui), which can be satisfied in this article due to
quadratic form of Qi(x) and Γi(ui) or integral form of Γi(ui)
as (33), optimal laws (11) and (36) are sufficient to be strategies
of Nash equilibrium [31].

However, in practical calculation, there might be a gap be-
tween real index Li and theoretical target L∗

i due to inaccessi-
bility of analytical solution ∇V i(x) in HJB equation.

According to (30), by integrating both two sides, the quadratic
term of estimation error of weights Lw converges to zero in
parabolic descent as (42)

Lw =
1

4

(
t− 2L

1
2
w0

)2

(42)

where Lw0 denotes initial Lw. From (42), a conclusion can be
drawn that the error of weights estimation W̃i is bounded in the
whole period.

Based on bounded attitude error and attitude velocity error x
which is proved by Theorem 2, and the conclusion drawn above
thatW̃i is bounded for all t, the bound of the gap betweenLi and
L∗
i is limited. Therefore, by the proposed approach, a bounded

neighbour region around Nash equilibrium can be reached.

VI. SIMULATION

In this section, simulations are carried out to validate effective-
ness of the proposed control law. The number of microsatellites
providing control torques is assumed to be 3. The parameters of
controller and initial conditions are set as Table II.

Case 1: Actuators working normally without considering
saturation.

TABLE II
PARAMETERS OF SIMULATION

Fig. 4. Attitude Euler angle tracking error.

Figs. 4–8 show the simulation results by the proposed dis-
tributed control strategy in the case that all three microsatellites
are all working normally without considering saturation. For
ease of interpretation, attitude errors are described by Euler
angles converted from quaternion. Figs. 4 and 5 show the attitude
Euler angle and angular velocity tracking errors, respectively.
It can be seen from Figs. 4 and 5 that attitude Euler angle
errors and attitude angular velocity errors both converge within
about 60 s. The steady state errors of Euler angle and angular
velocity are of the order of 0.1◦ and 10−4 deg/s, respectively.
Fig. 6 shows the torque command of first microsatellite. Due
to limitation of space, the torque command of the other two
microsatellites are omitted. Each torque is a vector with three
components and the maximum value is no more than 0.8 Nm. In
the distributed computation based on differential game strategy,
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Fig. 5. Attitude Euler angular velocity tracking error.

Fig. 6. Control torque of microsatellite 1.

neural network is used to approximately solve the coupled
nonlinear partial differential HJB equation, and the weights of
the learning process are shown as Fig. 7 (only take weights
in controller of first microsatellite as example). Applying the
proposed updating law, three satellites’ weights learning process
are completed within about 100 s, which validates the function
of finite time convergence.

Moreover, in order to reflect the optimization performance of
distributed computation strategy based on differential game, it
is compared with the traditional feedback linearization control
strategy based on PD control in terms of index function. The
results are shown in Fig. 8, where ViDF denotes cost function of
ith (i = 1, 2, 3) microsatellite under differential game controller
and ViPD denotes that under PD controller. When the control
strategy of differential game is applied, the final cost function
values of the three satellites are all lower than 10, while cost
function values of the three satellites under PD-based control
strategy are all higher than 20, which demonstrates that the
proposed distributed control strategy based on differential game
has higher tracking accuracy and lower energy consumption.

Case 2: Actuators working normally considering saturation.
Figs. 9–12 show the control effect of the proposed distributed

control strategy considering input saturation. The maximum

Fig. 7. Weights1 Ŵ1 learning process.

Fig. 8. Value function increasing curve for the proposed control
scheme.

torque of all actuators on all microsatellites are set to be 0.5 Nm.
Figs. 9 and 10 show that the Euler angles tracking errors and
angular velocity errors vary as time goes on. The final steady
state errors are within 0.05◦ and 5 × 10−4 deg/s, respectively,
about half of that in case 1, while the convergence time of
both kind of errors are about 60 s which are the same as
that in case 1. Short duration of torque taking upper bound is
the main reason for similar convergence time. Fig. 11 shows
control torques provided by the first microsatellite. It can be
seen from Fig. 11 that the control torques are bounded within
the maximum capability of actuators and stay at boundary values
in the initial few seconds, which indicates that actual control
torques are lower than the values required to stabilize system
rapidly enough. Fig. 12 shows weights learning process of neural
network in the first microsatellite’s controller.

Case 3: Failure of microsatellite 3 without saturation.
Figs. 13–18 show robustness of the proposed distributed con-

trol strategy against failure of one microsatellite. Figs. 13 and 14
show the Euler angles tracking errors and angular velocity errors
convergence curve. At time 400 s when satellite 3 fails, it can
be seen from figures that vibrations occur and then fade rapidly.
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Fig. 9. Attitude Euler angles tracking errors under input saturation.

Fig. 10. Attitude angular velocity tracking errors under input saturation.

Fig. 11. Control torque of microsatellite 1 under input saturation.

The ultimate tracking accuracy recovers to the same level as
before failure. Figs. 15–17 show the control torques provided
by three microsatellites. The torques of microsatellite 3 become
zero at 400 s and keep failing until the end, while the amplitudes

Fig. 12. Weights1 Ŵ1 learning process under input saturation.

Fig. 13. Attitude Euler angles tracking errors under microsatellite 3
failing case.

Fig. 14. Angular velocity tracking errors under microsatellite 3 failing
case.
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Fig. 15. Control torque of microsatellite 1 under microsatellite 3 failing
case.

Fig. 16. Control torque of microsatellite 2 under microsatellite 3 failing
case.

Fig. 17. Control torque of microsatellite 3 under microsatellite 3 failing
case.

Fig. 18. Total torques of three microsatellites before and after failure.

of torques provided by microsatellite 1 and microsatellite 2
become larger than before so that the loss resulted from mi-
crosatellite 3’s failure is compensated by the other two satel-
lites. Fig. 18 shows the total torques in three channels of all
microsatellites before and after failure. By observing peaks of
curves before and after 400 s, the rank of absolute values of peak
does not change due to failure happening on microsatellite 3 at
400 s. Moreover, values at peaks before and after 400 s keep
flat, which is consistent with uniqueness that torques driving the
same system should be the same.

The simulation of case 3 demonstrates that the system
equipped with proposed control scheme owns robustness against
abrupt failure of one microsatellite.

VII. CONCLUSION

In this article, an attitude takeover control strategy using
microsatellites based on differential game is proposed. In the
control scheme, numerically solving HJB equation by VFA
is attributed to identification problem and concurrent learning
technique is borrowed to loosen persistent excitation condition
of system state. To get rid of information exchange among
microsatellites, tracking differentiator is employed to approx-
imate derivation of system state. Moreover, under case of input
saturation, the optimized indices are fixed to get bounded op-
timal control strategies for each microsatellite. Then, stability
analysis for cases of unconstrained and constrained input are
demonstrated respectively through Lyapunov method. Finally,
simulation results illustrate the superiority of proposed control
strategy with respect to traditional PD control in terms of opti-
mality and robustness. Accurate attitude tracking of the target
spacecraft is still achieved even if one microsatellite fails.
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