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PolarPoint-BEV: Bird-Eye-View Perception in Polar
Points for Explainable End-to-End
Autonomous Driving

Yuchao Feng

Abstract—End-to-end autonomous driving has attracted great
attentions in recent years. Compared to traditional modular meth-
ods, end-to-end methods are more scalable in complex traffic en-
vironments, but they lack explainability. Many methods have been
proposed to increase the explainability for end-to-end autonomous
driving, such as using semantic bird-eye-view (BEV) maps. BEV
maps can explain the outputs of end-to-end methods by showing
how the networks perceive and understand surrounding traffic
environments. However, there are some limitations in traditional
semantic BEV maps. For instance, all regions of traffic scenes are
treated equally, but the fact is that the regions near the ego vehicle
are normally more critical to vehicle safety. Moreover, traditional
BEV maps represent traffic scenes in the fine-grained pixel-level
mode, which leads to much computational cost. To address these
issues, we introduce a novel lightweight BEV perception method,
PolarPoint-BEYV, which prioritizes the regions according to object
distances to the ego vehicle. Furthermore, we propose an explain-
able end-to-end autonomous driving network to investigate the
influence of our PolarPoint-BEYV in terms of driving performance.
Experimental results demonstrate that our PolarPoint-BEV
improves both the driving capability and explainability of the
network.

Index Terms—End-to-end autonomous driving, BEV perception,
explainable AT (XAI).

1. INTRODUCTION

N RECENT years, end-to-end autonomous driving has be-
I come increasingly popular. It takes as input raw sensory data
and outputs waypoints or directly outputs control actions [1],
[21, [3], [4], [5], [6]. The waypoints can be fed into low-level
controllers, such as Proportional-Integral-Derivative or Model
Predictive Control, to produce control actions. Compared to
traditional methods that consist of various modules [7], such
as localization [8], [9], [10], [11], perception [12], [13], [14],
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planning [15] and control [16], end-to-end methods could avoid
accumulative errors from different modules and be more scalable
to complex scenarios. Many research efforts [17], [18], [19],
[20], [21], [22] have been made in end-to-end autonomous
driving and notable research progress has been witnessed. How-
ever, end-to-end methods are usually not explainable since deep
neural networks are black boxes. The lack of explainability
may lead to unexpected errors and dangers, which hinders the
wide deployment of end-to-end methods in real traffic environ-
ments. To provide explanations for end-to-end methods, many
eXplainable Artificial Intelligence (XAI) techniques have been
proposed, such as generating semantic bird-eye-view (BEV)
maps of traffic scenes for explanations.

Semantic BEV map generation has recently emerged as a
popular research topic in autonomous driving, because semantic
BEV map is a straightforward data representation for down-
stream tasks, such as trajectory planning [23] and control [24].
Moreover, semantic BEV maps could show how autonomous
driving networks perceive and understand surrounding traf-
fic environments, which could be used as explanations for
end-to-end driving. Recently, many research efforts [25], [26],
[27], [28], [29], [30], [31], [32], [33] have been paid in this
area.

Despite the success of the traditional semantic BEV map, it
still has limitations. Firstly, all the regions in traffic scenes are
treated equally in traditional semantic BEV maps. However, it is
believed that objects in the regions closer to the ego vehicle are
more safety-critical [34], [35]. In the traditional semantic BEV
map, faraway regions that may already have lower impacts on
immediate safety concerns, still receive the same level of atten-
tion and consideration as those close to the ego vehicle. The lack
of discrimination for the regions with different distances may
cause the methods to focus on unimportant regions, and hence
miss critical information that is vital to vehicle safety. Secondly,
traditional BEV maps describe traffic scenes in a dense grid-like
datarepresentation at the pixel level. This kind of pixel-level rep-
resentation is considered effective for autonomous driving [25],
[26], [27], [28], [29], [30]. However, compared to sparse rep-
resentations, utilizing dense maps in deep neural networks in-
curs higher computational, communication, and memory costs.
With limited computational resources available on vehicles, the
increased computational cost may result in intolerable delays,
thereby imposing potential safety hazards [36], [37], [38].
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To provide a solution to the above issues, we propose a novel
BEV perception method, named PolarPoint-BEV. In contrast to
treating all regions of traffic scenes uniformly, our polar point
BEYV maps pay more attention to the regions that are near the ego
vehicle. In addition, unlike traditional dense BEV maps, our po-
lar point BEV map is a more lightweight way to represent traffic
scenes since it is a sparse representation. To investigate whether
the proposed PolarPoint-BEV can increase explainability and
driving performance, an end-to-end autonomous driving net-
work is proposed and named as eXplainable Planning (XPlan).
XPlan is designed in a multi-task architecture to jointly predict
control commands and polar point BEV maps as explanations.
We evaluate the driving performance of our network in the
CARLA simulator [39]. Experimental results show that both
the driving performance and explainability of the end-to-end
network are enhanced by our PolarPoint-BEV. The contributions
of this work are summarized as follows:

® We propose a novel BEV perception method, PolarPoint-
BEV, to address the limitations of the traditional BEV
maps. Our code and dataset are publicly available.!

® We design a novel explainable end-to-end autonomous
driving network, and evaluate it using the CARLA
simulator.

e The experimental results show that our PolarPoint-BEV
can improve the driving performance and explainability of
the proposed network.

The remainder of this paper is structured as follows. Section I1
reviews the related work. Section III presents the details of
our methods. Section IV discusses the experimental results.
Conclusions and future work are drawn in the last section.

II. RELATED WORK
A. End-to-End Autonomous Driving

In recent years, many end-to-end autonomous driving net-
works have been proposed and achieved notable progress. For
example, Chen et al. [19] designed an end-to-end method that
learns the driving policies from the experiences of all nearby
vehicles, named the Learning from All Vehicles (LAV) network.
The LAV network takes as input the multi-modal sensory infor-
mation and outputs the future trajectories for all the detected
vehicles. Wu et al. [20] proposed the Trajectory-guided Control
Prediction (TCP) network that comprised a trajectory branch
and a multi-step control branch. Chitta et al. [21] proposed a
transformer-based network with the mechanism of integrating
the image and LiDAR representations using self-attention. Hu
et al. [22] designed a planning-oriented framework named the
Unified Autonomous Driving (UniAD). In UniAD, the query
design is proposed and utilized as the interface to connect all
components of the system, by which the knowledge from the
intermediate tasks could be exchanged and used to improve the
planning.

![Online]. Available: https://github.com/lab-sun/PolarPoint-BEV
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B. Explainable Autonomous Driving

Given the crucial importance of explainability in autonomous
driving, extensive research endeavours [40], [41], [42], [43],
[44], [45], [46] have been undertaken in explainable autonomous
driving in recent years. Kim et al. [40] designed an interpretable
deep learning model for autonomous driving, utilizing visual
attention heat maps to identify regions that have a causal impact
on driving actions. Chen et al. [41] introduced an interpretable
deep reinforcement learning method for end-to-end autonomous
driving, in which the interpretable explanation is provided by
generating a bird-view semantic mask. Xu et al. [42] proposed
a multi-task network that jointly predicts driving actions and
corresponding natural-language explanations. Teng et al. [43]
introduced a two-stage autonomous driving model for complex
traffic scenarios, named Hierarchical Interpretable Imitation
Learning (HIIL). Within HIIL, traditional semantic BEV maps
are utilized to explain the surrounding environments and failure
cases of the ego vehicle. Renz et al. [44] proposed an explain-
able planning network for autonomous driving using a standard
transformer architecture, in which the explanation is given by
highlighting the objects in the scene that are relevant and crucial
for the decision of the agent.

C. Traditional Semantic BEV Maps

The traditional semantic BEV maps have been widely applied
in autonomous driving to increase explainability, and numerous
downstream tasks are built upon accurate BEV perception.
The BEV map could be divided into two categories: point
cloud-based methods and visual image-based methods. For point
cloud-based methods, radar or LiDAR sensors are employed to
generate BEV maps. For example, Yang et al. [47] proposed a
method to enhance the robust perception of dynamic objects in
autonomous driving by combining radar and LiDAR. Kempen
et al. [48] presented an end-to-end network for the task of
occupancy grid mapping using LiDAR point clouds.

The visual image-based methods utilize images produced by
visual cameras and convert visual information from the perspec-
tive viewpoint to BEV representation. Most visual image-based
methods [25], [26], [27], [28], [29], [30] rasterize the BEV
space along the Cartesian axes to obtain a uniformly distributed
rectangular BEV map. For example, Philion et al. [25] proposed
an end-to-end network to infer BEV representations of traffic
scenes from arbitrary number of cameras. Pan et al. [27] pro-
posed the View Parsing Network (VPN) for the task of the cross-
view semantic segmentation. Liu et al. [30] proposed Position
Embedding Transformation (PETR) for the 3D object detection
by encoding the position information of 3D coordinates into
image features and generating 3D position-aware features. To
alleviate the foreshortening effect of camera imaging, some
visual image-based methods [31], [32], [33] apply the Polar
coordinate system to rasterize the BEV space. For example, Liu
et al. [31] proposed to rasterize the BEV space both angularly
and radially. Then, the associations of polar grids are modelled
and rearranged to the array-like representation. Jiang et al. [32]
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Fig. 1.

Schematic diagram of our polar point BEV map (Sub-fig. (a)) and the traditional BEV map (Sub-fig. (b)). In our polar point BEV map, the orange, red,

green colors represent background, vehicle and road. The figure is best viewed in color.

proposed the Polar Transformer (PolarFormer) for 3D object de-
tection in BEV, in which a cross-attention-based Polar detection
head was designed to deal with irregular Polar grids.

D. Difference From Previous Works

Different from the aforementioned methods, we propose an
explainable end-to-end network by jointly predicting the control
commands and polar point BEV map. The closest work to ours
is the network proposed by Liu et al. [31]. There are mainly
two differences between the two works. Firstly, the BEV map
predicted by [31] is uniformly distributed in the radial direction
with the fine-grained pixel-level representation, which still has
the limitations of the traditional BEV map. The lack of discrim-
ination for the regions with different distances may cause their
network to focus on unimportant regions and miss the critical
details for vehicle safety. In contrast, our network can predict
the polar point BEV map with varying radial intervals, allowing
our network to pay more attention to the regions that are more
critical for safety. Secondly, the network [31] only predicts the
semantic BEV map, and the influence of the BEV map prediction
on the driving performance is not investigated in the work. On
the contrary, our work carefully investigates the influence of the
PolarPoint-BEV on the driving performance of the autonomous
agent by using the CARLA simulator.

III. THE PROPOSED NETWORK
A. The PolarPoint-BEV

As aforementioned, traditional BEV methods have some limi-
tations. To overcome these limitations, our proposed PolarPoint-
BEV employs the polar point BEV map to show how the network
perceives and understands the surrounding environment, thereby
explaining the output of the end-to-end autonomous driving
network. Fig. 1 shows the comparison between our polar point
BEV map and the traditional BEV map. The traditional BEV
map describes the traffic scene by using a uniformly distributed
rectangular grid map along the Cartesian axes. The polar point
BEV map describes the traffic scene by applying a sequence

TABLE I
DETAILS OF EACH ZONE FOR THE POLAR POINT BEV MAP WITH
NORMAL CONFIGURATION

Zone Scope Interval Density

Zone A Layer 1 to 6 0.5m 391 m~2
Zone B Layer 6 to 10 1.0m 121 m=2
Zone C Layer 10 to 15 1.5m 0.45 m~2
Zone D Layer 15 to 16 2.0m 0.42 m=2

of points scattered around the ego vehicle. Each point on the
polar point BEV map has a semantic class depending on the
object overlaid at that point. Specifically, there are 3 semantic
classes (ranging from {0} to {2}) for each point on the polar
point BEV map. Different semantic classes are represented by
different colors in Fig. 1. Here, {0}, {1} and {2} refer to the
background, vehicle and road, which are represented by the
orange points, red points and green points, respectively.

The position of each point on the polar point BEV map is
described by polar coordinates. In the angular direction, the
field of view (FOV) of the polar point BEV map is 100°,
which is consistent with the horizontal FOV of the front-view
camera. The FOV of the polar point BEV map is divided into
sub-sections in the angular direction. Here, we test five different
configurations regarding the number of sub-sections in the polar
point BEV map, from 15 sub-sections to 41 sub-sections (as
shown in Fig. 1). In the radial direction, the polar point BEV
map contains 16 layers. Therefore, the polar point BEV map
can be denoted as P; € {0,1,2}16%", where 16 is the number
of layers in the radial direction, n is the number of sub-sections
depending on the configuration of polar point BEV map.

The 16 layers in the radial direction could be divided into
four zones, including Zone A, Zone B, Zone C and Zone D. As
summarized in Table I, each zone has different intervals between
layers. Based on the observation the regions that are closer to
the ego vehicle are more likely to be critical to safety, Zone
A and Zone B have relatively small intervals, and Zone C and
Zone D have relatively large intervals (Zone A < Zone B <
Zone C < Zone D). Here, we define the density of the polar
point BEV map as the ratio between the number of semantic
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vehicle and road. The figure is best viewed in color.

points and the area of the region. Table I shows the density
for the different zones in the polar point BEV map with normal
configuration. In this case, the density of Zone A is about 9 times
larger than the density of Zone D. In contrast, the semantic points
in traditional semantic BEV maps are uniformly distributed to
depict the traffic scene. Therefore, instead of treating all regions
of the traffic scene equally, the polar point BEV map places more
focus on the regions closer to the ego vehicle.

B. The Network Structure

Fig. 2 shows the structure of our proposed XPlan network
for autonomous driving. The XPlan network mainly consists of
three components: encoder, control prediction (C-P) module,
and Polar-Point (P-P) module. The network takes as input the
front-view RGB image I; and the navigation information S;
to output the control commands C; along with the polar point
BEV map P; as the explanations. The I; € RM"“*¢ denotes the
front-view RGB image, where h, w and c respectively represent
height, width and number of channels for the image. The navi-
gation information is denoted as .S;, which contains the current
speed v, the future target (x,y) and the high-level command.
The control command C; contains values for the steer, throttle,
and brake. Therefore, the whole process of our XPlan network
can be described as follows:

XPlan: (Iia S’L) — (Ci7Pi S {07 172}16><n) . (1)

The ResNet-34 is adopted as the encoder to extract the feature
maps F; of the input images. Then, the feature maps are fed into
the C-P module and P-P module, respectively. The C-P module
is designed based on the Trajectory-guided Control Prediction
(TCP) network [20], we refer readers to [20] for more details
of the TCP network. The C-P module takes as input the feature
maps F; and navigation information .S; and outputs the control
commands C;. Therefore, the process of the C-P module is
described as (F;, S;) — C;.

The P-P module is designed to generate the polar point BEV
map, P; of the traffic scene, to explain the control commands
of the network. The P-P module is divided into two modules:
the space transformation module and the BEV decoder. In the
space transformation module, the feature maps of the front-view
space are flattened and fed into the Multilayer Perceptron (MLP)
to learn the relations between the front-view space and the BEV
space. By using the MLP, the perspective of feature maps from
the front-view space is transformed into the BEV space. Then,
the flattened feature maps of the BEV space are reshaped to the
original shape of feature maps and fed into the BEV decoder
to output the polar point BEV map, which is the sequence of
semantic points. The process of the P-P module is described as:

There are 5 different configurations for the polar point BEV
map, ranging from sparse to dense configurations. Therefore, the
XPlan network that predicts the normal polar point BEV map
(16 x 27) is noted as XPlan-N. Similarly, the XPlan network
that predicts the sparse/light/thick/dense polar point BEV map
is noted as XPlan-S/L/T/D.

C. Dataset and Training Details

The dataset is collected in the CARLA simulator by using the
randomly generated routes under various weather and lighting
conditions, including ClearNoon, CloudyNoon, WetNoon, Wet-
CloudyNoon, SoftRainNoon, MidRainyNoon, HardRainNoon,
ClearSunset, CloudySunset, WetSunset, WetCloudySunset,
MidRainSunset, HardRainSunset, SoftRainSunset, ClearNight,
CloudyNight, WetNight, WetCloudyNight, SoftRainNight,
MidRainyNight, and HardRainNight. The dataset is generated
by utilizing Roach [49] as the expert, which possesses privileged
information of the traffic scene and various elements, such as
roads, vehicles, pedestrians, traffic lights, etc. The dataset
contains more than 92 k data batches from the 6 public towns
(TownO1, Town03, Town04, Town06, Town07 and Town10)
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offered by the CARLA simulator, which includes the scenarios
of the small town, quiet rural community, and inner-city
environment. Each data batch includes the front-view RGB
image, current speed, future target, high-level command, ground
truths of waypoints, control values and the BEV map, etc. The
proposed XPlan network is trained based on the collected
dataset. The evaluation of the XPlan network is based on the
routes from [19], These routes contain traffic scenes from 2
towns (Town02 and Town05) from the CARLA simulator, which
includes the scenarios of the small town and urban environment.

All the networks are trained with NVIDIA GeForce RTX
3090 GPU. The inference speeds of the networks are tested
with NVIDIA GeForce RTX 3060 GPU. In the first stage, we
pre-train the C-P module using the dataset collected from [20].
Then, we train and evaluate the whole XPlan network based on
our dataset in the second stage. The Adam optimizer is applied
with the initial learning rate of 1 x 10~* and weight decay of
1 x 10~7. A multi-task loss function is designed for the XPlan
network, which is calculated as Liotq; = Letri + A1 Lpey. Here,
Liota; 18 the total loss, L.t is the loss for the prediction of
control commands, Ly, is the loss for the polar point BEV map
generation. A1 denotes the weighting coefficient that determines
the importance between the control command prediction and
polar point BEV map generation. For the polar point BEV map,
each semantic point has 3 classes, so L, could be calculated
as Ebev - E’uehicle + )\QLroad + )LBEbackg- Here, the ‘Cvehicl&
Lyoad and Lygcrg are the cross entropy loss for the vehicle,
road and background, respectively. A5 and X3 refer to the weight
coefficients that determine the importance between different
classes in the polar point BEV map.

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS
A. Evaluation Metrics

The driving performance and the prediction performance of
the polar point BEV map of our XPlan network are evaluated
in the CARLA simulator. So, there are two objectives for the
autonomous agent in the CARLA simulator: 1) to reach the
designated destination safely and efficiently in a predefined path;
and 2) to accurately predict the polar point BEV map of the traffic
scene to explain the control commands. To evaluate the driving
performance of our XPlan network, different metrics have been
proposed in the CARLA simulator, including the 3 main metrics
of the route completion, infraction score and driving score. The
route completion refers to the percentage of the route completed
by the agent. The infraction score shows the occurrences of rule
violations throughout the route, such as infractions involving
pedestrians, vehicles, road layouts, red lights, etc. The driving
score is defined as the product of route completion and infraction
score. Besides these 3 main metrics, the other metrics that target
the specific performance are also calculated in this work, such
as vehicle/layout collisions, red light/off-road infractions and
agent blocked.

To evaluate the overall prediction performance of the polar
point BEV map, the Intersection-over-Union (IoU) and the
F1 score for the road, vehicle and background are calculated.
However, for the calculation of the IoU and F1 score, all the
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points of the BEV map are treated equally with the same weight.
Based on the principle that the region near the ego vehicle is
more likely to be critical for safety, we propose a new metric
named the weighted Intersection-over-Union (wloU). The wloU
is calculated as:

D D
wloU = > (mloU., x N.), N.=L;" Y (L;'), @
z=A z=A

where, the mloU, is the mean IoU for each zone (from Zone A
to Zone D) in the BEV map. The N, is the normalized weight
for each zone. The L' represents the reciprocal of the distance
for each zone to the ego vehicle. In this way, the zone that is
closer to the ego vehicle has a larger weight in the calculation
of the wloU.

B. Comparative Results

In this section, we first investigate the prediction performance
of the polar point and traditional BEV maps. Here, we propose
an end-to-end network to jointly predict the control commands
of the agent and the corresponding traditional BEV map. The
network is named the Planning-BEV (Plan-B) network. For the
Plan-B network, the encoder and C-P module remain the same
as the XPlan network. However, the P-P module is replaced with
the traditional BEV generation module, which is designed based
on the View Parsing Network (VPN) [27]. Both the XPlan and
Plan-B networks are trained for 60 epochs with the same pre-
trained weight for the C-P module. The weighting coefficients
(A2 and A3 in the loss function) of the XPlan and Plan-B are the
same.

Table II shows the comparative results of overall prediction
performance for the polar point and traditional BEV maps. Each
network is tested for 3 runs and we report the mean and standard
deviations for both IoU and F1 score. As shown in Table II, both
the mIoU and the overall F1 score of the polar point BEV map
are close to the traditional BEV map, indicating that the overall
prediction performance of the polar point and traditional BEV
maps is at the same level. However, for vehicle and road, the
IoU and F1 scores of the polar point BEV map are both higher
than those of the traditional BEV map.

Table III displays the comparative results in terms of mloU
for different zones, and wloU for the polar point and traditional
BEV maps. In Zone A and Zone B, the prediction performance of
the polar point BEV map is better than the traditional BEV map.
On the contrary, the prediction performance of the traditional
BEV map is better than the polar point BEV map in Zone D.
In Zone C, the prediction performance of the polar point and
traditional BEV maps is at the same level. For wloU, the polar
point BEV map is about 4% higher than the traditional BEV
map. These results indicate that although the overall prediction
performance of the polar point and traditional BEV maps is at
the same level, the polar point BEV map has better prediction
performance than the traditional BEV map in regions close to
the ego vehicle.

Fig. 3 shows examples of the polar point and traditional BEV
maps under different weather and lighting conditions, including
SoftRainDawn, ClearNoon, CloudySunset and HardRainNight.
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TABLE II
COMPARATIVE RESULTS OF THE OVERALL PREDICTION PERFORMANCE FOR THE POLAR POINT AND TRADITIONAL BEV MAPS
IoU (%) F1 Score
Network Vehicle Road Background Mean Vehicle Road Background Overall
Plan-B 54.83+0.55  87.27£0.15  93.07+0.15  78.37£0.15 0.71+£0.01  0.93+0.00 0.96£0.00 0.95+0.00
XPlan-N  61.03+1.37  91.77+0.49  86.93£1.08  79.93+0.86 0.76+0.01  0.96+0.01 0.93+0.01 0.94+0.01

The mean and standard deviations are calculated over 3 runs. The best results are highlighted in bold font.

TABLE III
COMPARATIVE RESULTS OF THE MIOU OF DIFFERENT ZONES AND THE WIOU FOR THE POLAR POINT AND TRADITIONAL BEV MAPS

Network Zone A (%) Zone B (%) Zone C (%) Zone D (%) wloU (%)
Plan-B 69.10+0.46 73.97+0.06 81.90+0.30 89.00+0.35 73.50+0.20
XPlan-N 73.93+1.10 83.471+0.80 81.57£1.29 69.1340.81 76.50+0.78

The mean and standard deviations are calculated over 3 runs. The best results are highlighted in bold font.

SoftRainDawn

ClearNoen

HardRainNight ) HardRainNight

Front-view Image RoIS\BYEN | Front-view Image

Fig. 3. Sample qualitative results of the polar point and traditional BEV maps. GT and Pred refer to ground truth and prediction. In the polar point BEV maps,
the points with orange, red and green colors respectively represent the background, vehicle and road. The figure is best viewed in color.
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TABLE IV
COMPUTATIONAL COMPLEXITY FOR DIFFERENT NETWORKS

Network Param MACs FPS

TCP 25.77TM 17.09G 137.88
Plan-B 38.58M 27.21G 90.08
XPlan-N 27.57TM 17.58G 132.66

The inference speed is tested using an NVIDIA GEFORCE RTX 3060 GPU.

As shown in Fig. 3, both the polar point and traditional BEV
maps could accurately describe the traffic scenes and show
how the network perceives and understands the surrounding
traffic environment. Therefore, these two methods both provide
effective explanations for the control commands generated by
the end-to-end networks.

Table IV shows the computational complexity for differ-
ent networks. The TCP network could be considered as the
XPlan/Plan-B network without the P-P/BEV module. Compared
with the TCP network, the computational complexity of the
XPlan-N network is slightly increased. The number of param-
eters (Param) and multiply—accumulate operations (MACS) in
the XPlan-N are about 7% and 3% higher than the TCP network,
respectively. The frames-per-second (FPS) for the inference of
the XPlan-N network is about 4% lower than the TCP network.
However, the Plan-B network experiences a notable increase
in computational complexity when compared with the TCP
network. The Param and MAC:s in the Plan-B network are about
50% and 60% higher than the TCP network, respectively. The
inference FPS of the Plan-B network is about 35% lower than the
TCP network. Therefore, we could conclude that the PolarPoint-
BEV is a lightweight and efficient method to describe the traffic
scene and explain the control commands of autonomous agents.
By adopting the polar point BEV map, the XPlan network is
able to reduce the computational cost associated with the BEV
generation. The polar point BEV map balances efficiency and
accuracy, making it an efficient solution for autonomous driving
systems where computing resources and real-time performance
are of great importance.

We also investigate the influence of the polar point and
traditional BEV maps on the driving performance of the end-
to-end network. Table V shows the comparative results of the
driving performance for different networks. It is worth noting
that the results of the LAV network are from the work [19],
which is trained based on the dataset with 186 K data from 4
towns and tested on the same routes as other networks listed in
Table V. As shown in Table V, both the XPlan-N and Plan-B
networks present better driving performance when compared
with the LAV and TCP networks. Considering the fact that
the TCP network could be considered as the XPlan/Plan-B
network without the P-P/BEV module, it is safe to say that the
PolarPoint-BEV/BEV generation has a positive impact on the
driving performance of the XPlan/Plan-B network. Furthermore,
the driving performance of the XPlan-N network is better than
the Plan-B network. For the mean values of the three main
metrics, the driving score of the XPlan-N network is about 9%
higher than the Plan-B network; the route completion of the
XPlan-N network is about 2% higher than the Plan-B network;
the infraction score of XPlan-N network is about 4% higher than
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the Plan-B network. We conjecture the reasons why the driving
performance of the XPlan-N network is better than the Plan-B
network as follows:

1) The polar point BEV map applies the mechanism of paying
more attention to the regions that are near the ego vehicle.
Furthermore, the comparative results show that the polar
point BEV map has better prediction performance than the
traditional BEV map in regions close to the ego vehicle.
Based on the observation that the regions close to the ego
vehicle are more likely to be critical to vehicle safety, we
believe that the polar point BEV map is able to enhance
the system capability to perceive and respond to potential
dangers, resulting in safer and more reliable autonomous
driving performance.

2) Even though the overall prediction performance of the
polar point and traditional BEV maps is at the same
level, the polar point BEV map processes better prediction
performance for the classes of vehicle and road. Compared
with the background, the vehicle and road are more rele-
vant and crucial for the safety of the autonomous agent. So,
the better prediction performance of the vehicle and road
leads to the better driving performance of the autonomous
agent.

Considering the domain gap between the synthetic environ-
ments and real-world environments, we also investigate the
prediction performance of the PolarPoint-BEV method on the
nuScenes [50] dataset. Table VI shows the comparative results of
overall prediction performance for the polar point and traditional
BEV maps that are predicted by different networks. The polar
point BEV map is predicted by using the XPlan-N network
without the C-P module. As shown in Table VI, both the mloU
and the overall F1 score of the polar point BEV map are close
to the traditional BEV map. This indicates that the overall
prediction performance of the polar point and traditional BEV
maps is at the same level on the nuScenes dataset.

The mloU of different zones and the wloU for the polar
point and traditional BEV maps on the nuScenes dataset are
shown in Table VII. Similar to the testing results in the Carla
simulator, the prediction performance of the polar point BEV
map is better than the traditional BEV map in Zone A and Zone
B, and worse than the traditional BEV map in Zone D. The wloU
of the polar point BEV map is higher than the traditional BEV
map on the nuScenes dataset. These results validate that the
polar point BEV map has better prediction performance than
the traditional BEV map in regions close to the ego vehicle.
Table VII also shows the computational complexity for differ-
ent networks. The computational complexity of the XPlan-N
network (without the C-P module) is much lower than other
networks. This result demonstrates that the PolarPoint-BEV is
a lightweight and efficient method to describe the traffic scene
in real-world environments.

C. Ablation Study

In the ablation study, we first investigate the prediction per-
formance of the polar point BEV maps with different config-
urations, and the influence of different polar point BEV maps
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TABLE V
COMPARATIVE RESULTS OF THE DRIVING PERFORMANCE FOR DIFFERENT NETWORKS

Driving Route Infraction Vehicle Layout Red Light Off-road Agent
Networks Score Completion Score Collisions Collisions Infractions Infractions Blocked
LAV [19] 45.20£6.35 91.55+5.61 0.4910.06 0.9240.42 0.331+0.50 0.28+0.28 0.27+£0.01 0.01£0.02
TCP [20] 53.10£2.18 78.66+3.86 0.67+0.01 0.09£0.03 0.15£0.02 0.01£0.02 0.05£0.02 0.16£0.04
Plan-B 55.19+£1.48 90.34+4.41 0.63+0.03 0.11£0.03 0.00+0.00 0.03£0.03 0.02£0.01 0.03+0.03
XPlan-N 60.41+3.31 92.62+£0.96 0.66+0.04 0.07+£0.03 0.03+0.01 0.03+0.01 0.04=£0.01 0.05+0.01

The mean and standard deviations are calculated over 3 runs. The best and second-best results for the three main metrics are highlighted in

bold font and italic font.

TABLE VI
COMPARATIVE RESULTS OF THE OVERALL PREDICTION PERFORMANCE FOR THE POLAR POINT AND TRADITIONAL BEV MAPS ON THE NUSCENES [50] DATASET

ToU (%) F1 Score
Network Vehicle Road Divider Background Mean Vehicle Road Divider Background Overall
VED [26] 355 76.6 29.8 92.1 58.5 0.52 0.87 0.46 0.96 0.91
VPN [27] 37.7 77.8 29.7 91.8 59.2 0.55 0.87 0.46 0.96 0.91
PON [28] 38.6 75.5 34.7 92.0 60.2 0.56 0.86 0.52 0.96 0.90
XPlan-N 52.7 85.9 27.3 75.4 60.3 0.69 0.92 0.43 0.86 0.88

The polar point BEV map is predicted by the XPlan-N network without the C-P module.

The best results are highlighted in bold font.

TABLE VII
COMPARATIVE RESULTS OF THE PREDICTION PERFORMANCE (MIOU OF DIFFERENT ZONES AND THE WIOU) AND THE COMPUTATIONAL COMPLEXITY FOR
DIFFERENT NETWORKS ON THE NUSCENES [50] DATASET

Prediction Performance Complexity
Network Zone A (%) Zone B (%) Zone C (%) Zone D (%) wloU (%) Param MACs FPS
VED [26] 53.9 54.6 60.2 67.1 56.0 45.59 159.09 59.61
VPN [27] 54.2 54.8 61.3 69.5 56.6 37.15 43.59 79.11
PON [28] 49.6 575 68.3 72.8 55.7 37.94 62.10 32.44
XPlan-N 54.8 63.5 65.0 59.7 58.4 26.14 28.24 109.72

The polar point BEV map is predicted by the XPlan-N network without the C-P module.
The inference speed is tested using an NVIDIA GEFORCE RTX 3060 GPU. The best results are highlighted in bold font.

TABLE VIII
COMPUTATIONAL COMPLEXITY FOR THE XPLAN NETWORKS WITH DIFFERENT
CONFIGURATIONS OF THE POLAR POINT BEV MAP

Configuration Param MACs FPS

XPlan-S 27.5TM 17.55G 134.33
XPlan-L 27.5TM 17.56G 134.09
XPlan-N 27.5TM 17.58G 132.66
XPlan-T 27.5TM 17.59G 131.62
XPlan-D 27.5TM 17.61G 130.52

The inference speed is tested using an NVIDIA GEFORCE RTX 3060 GPU.

on driving performance. Here, 5 different configurations of the
polar point BEV map are considered, with the semantic point
number ranging from 16 x 15 to 16 x 41. Table VIII shows the
computational complexity of the XPlan networks with different
configurations of the polar point BEV map. It shows that these
XPlan networks exhibit very close computational costs, and
more importantly, they all offer lightweight ways to describe
the traffic scenes and explain the control commands.

The left figures of Fig. 4 summarize the prediction perfor-
mance for the polar point BEV maps with different configu-
rations. As shown in Fig. 4(a), the polar point BEV map with
normal configuration exhibits the highest mIoU, which is about

3% higher than the lowest mIoU from the polar point BEV map
with sparse configuration. For the F1 score shown in Fig. 4(b),
the highest overall F1 score from the polar point BEV map with
normal configuration is about 3% higher than the lowest value
from the polar point BEV map with light configuration. These
results show that the prediction performance of different polar
point BEV maps is at the same level, which demonstrates the
robustness and reliability of our PolarPoint-BEV.

Table IX summarizes the mloU of different zones and the
wloU for polar point BEV maps with different configurations.
The polar point BEV map with normal configuration exhibits the
highest mloU in all different zones. From Zone A to Zone D, the
mloU of the polar point BEV map with normal configuration
is about 4%, 5%, 4% and 7% higher than the lowest value,
respectively. The wloU of the polar point BEV map with normal
configuration is about 4% higher than the lowest value. These
results validate the robustness and reliability of our proposed
PolarPoint-BEV.

The influence of different polar point BEV maps on the driving
performance of the XPlan network is also investigated. The right
figures of Fig. 4 show the driving performance of the XPlan
networks with different configurations of the polar point BEV
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Ablation study results of the prediction performance of XPlan networks with different configurations of polar point BEV map. (a) and (b) show the
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configurations of the polar point BEV map. The figure is best viewed in color.

TABLE IX
ABLATION STUDY RESULTS OF THE MIOU OF DIFFERENT ZONES AND THE WIOU FOR POLAR POINT BEV MAPS WITH DIFFERENT CONFIGURATIONS

Network Zone A (%) Zone B (%) Zone C (%) Zone D (%) wloU (%)
XPlan-S 71.17£1.56 79.47+1.44 80.131+1.45 68.171+0.49 73.80£1.40
XPlan-L 71.67+£1.07 79.87+1.42 78.33+2.10 66.97+2.52 73.82+1.23
XPlan-N 73.93+1.10 83.47+0.80 81.57+1.29 69.13+0.81 76.50+0.78
XPlan-T 72.831+0.40 80.7340.76 79.43+1.01 64.77+1.33 74.61+£0.55
XPlan-D 72.73+0.47 81.97£0.93 80.90+0.70 65.534+1.70 75.0640.30

The mean and standard deviations are calculated over 3 runs. The best results are highlighted in bold font.

TABLE X
ABLATION STUDY RESULTS OF THE DRIVING PERFORMANCE FOR THE
XPLAN-N NETWORK WITH DIFFERENT CONFIGURATIONS OF THE C-P MODULE

Network Driving Score Route Completion Infraction Score
XPlan-N (fixed) 57.33£0.80 86.74£4.96 0.66=£0.05
XPlan-N (not fixed)  60.41£3.31 92.62£0.96 0.66£0.04

The mean and standard deviations are calculated over 3 runs.

map. Each XPlan network is tested three times. As shown in
Fig. 4(c), the XPlan-L network exhibits the highest driving score
and infraction score. The driving score of the XPlan-L network
is about 13.5% higher than the lowest value from the XPlan-T
network. The infraction score from the XPlan-L network is about
6.7% higher than the lowest value from the XPlan-D network.
For the route completion, the XPlan-N network exhibits the
highest driving score, which is about 5.7% higher than the lowest
value from the XPlan-T network.

As aforementioned, the parameters of the C-P module are
not fixed during the second stage of the training process. To
investigate the influence of fixing the parameters of the C-P
module on the driving performance of the proposed network,
we perform a comparative experiment between the XPlan-N
network with the C-P module fixed and the XPlan-N network
with the C-P module not fixed. These two networks are both
trained for 60 epochs with the same pre-trained weight for the
C-P module. As shown in Table X, the driving performance of

the XPlan-N network with the C-P module not fixed is better than
the XPlan-N network with the C-P module fixed. These results
show that not fixing the parameters of the C-P module in the
second stage of training could improve the driving performance
of the proposed network.

D. Limitations

Despite the superiority of the proposed PolarPoint-BEV
method and the XPlan network, they still have some limitations.
Firstly, the proposed polar point BEV map contains only 3
classes. To better describe the traffic scene, more classes, such as
road dividers, road signs, pedestrians and other objects, should
be considered. This could enable a more comprehensive and
detailed description of the traffic scene, which may increase the
explainability of the end-to-end autonomous driving systems.
Secondly, the interval between layers in the polar point BEV map
may not be optimal, particularly when dealing with some corner
cases of diverse objects with different sizes and shapes. To better
optimize the interval between layers in the polar point BEV map,
different configurations of layer interval could be tried to identify
the most effective polar point BEV map configuration.

V. CONCLUSIONS AND FUTURE WORK

In this work, we proposed a novel BEV perception method,
PolarPoint-BEYV, to address the limitations of traditional BEV
methods in explainable end-to-end autonomous driving. Based

Authorized licensed use limited to: CITY UNIV OF HONG KONG. Downloaded on June 29,2025 at 01:49:33 UTC from IEEE Xplore. Restrictions apply.



6762

on the observations that the region near the ego vehicle is more
likely to be critical for safety, and the fine-grained pixel-level
mode of the traditional BEV map may be unnecessary, we
proposed the polar point BEV map that uses a sequence of
semantic points scattered around the ego vehicle to describe
the traffic scene. To investigate the influence of the polar point
BEV map on the driving performance in an end-to-end system, a
multi-task explainable network is designed to jointly predict the
control commands and the polar point BEV maps. The experi-
mental results show that the application of the PolarPoint-BEV
improves both the driving performance and explainability of the
network.

Regarding future work, there are many interesting directions
related to our PolarPoint-BEV. For example, one promising
research direction could be how to realize the downstream tasks,
such as trajectory planning, on the polar point BEV maps. With
the polar point BEV maps, researchers can explore innovative
strategies to enhance trajectory planning algorithms, enabling
more precise and efficient navigation in complex urban scenar-
ios. In addition, considering the fact that the format of the polar
point BEV map is aligned with the point clouds produced by
radar or LiDAR sensors, it would be an interesting direction to
investigate how to perceive the traffic scene in the multi-modal
mode based on the polar point BEV map and point clouds.
Finally, it would be interesting to investigate the feasibility of
deploying our PolarPoint-BEV in real-world dynamic scenarios
and test the runtime speed on edge computing devices, which is
important in real-world applications.
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